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Performance of Coded DS-CDMA With
Pilot-Assisted Channel Estimation and Linear
Interference Suppression

Wayne G. PhoelMember, IEEEand Michael L. HonigFellow, IEEE

Abstract—We consider a direct sequence (DS-) code division estimation. Given a fixed transmitted power constraint, the
multiple access (CDMA) system with orthogonally multiplexed system performance depends on how the power is split between
pilot signals and minimum mean squared error (MMSE) data hq pilot and data signals. We also fix the bandwidth expansion

and channel estimation. Both flat and frequency-selective fading d study the tradeoff bet trol codi d d
channels are considered. Large system analysis is used to optimizean Study the tradeolt between error controf coding and random

the pilot-to-data power ratio (PDR) and the code rate for a fixed Spreading.

bandwidth expansion. Specifically, the PDR is selected to minimize  Our analytical approach is to evaluate the large system error
the probability of error subjgct to a constraint on transmitted probability, in which the processing gai¥ and the number of
power. When the MMSE filter estimates the channel of the userskK approach infinity with fixed ratid{/N [3]. We extend

desired user, but averages over the channels of the interferers ~
(corresponding to an adaptive filter in moderate to fast fading), Prior analyses to evaluate system performance when orthogo-

the optimal PDR is less than that for the matched filter (MF). nally multiplexed pilot signals are used for channel estimation
That is, the MMSE filter benefits from allocating more power to  in the presence of multipath fading. Related work on the perfor-
the data. When the MMSE filter directly incorporates estimates mance of the MMSE receiver in the presence of frequency-se-
of all users’ channel coefficients, the optimal PDR is greater than lective fading and with imperfect channel estimation has been

that for the MF. System performance as a function of code rate is . . . .
characterized through both probability of error and cutoff rate. ~ Presented in [4]. Our model differs from the one in [4] in that we

The optimal code rate for the MMSE receiver is generally higher include orthogonally multiplexed pilot signals. In addition, our
than that for the MF, and increases with load andE;, /No. In the  focus is on single-user receivers which average over the chan-
presence of fading, and with channel estimation, the optimal code g|s of the interferers (see [5]). A comparison with simulation

rate approaches zero for both MMSE and MF receivers, but the . . .
MMSEpr)iIter is more robust with respect to a suboptimal choice of results shows that this analysis accurately predicts the perfor-
mance of finite systems of interest.

code rate.
Index Terms—Code division multiple access (CDMA), fading Optlmlzatlon of th_e pilot-to-data power ratio (PDR) has
channels, minimum mean squared error (MMSE) estimation. previously been studied for the MF receiver [6], [7]. When an
MMSE filter incorporates a channel estimate for the desired
user, but averages over the channels of the interferers, our
|. INTRODUCTION results show that the optimal PDR is lower than that for the MF.
IDEBAND direct-sequence (DS-) code division mul-The optimal PDR increases when the MMSE filter incorporates

tiple access (CDMA) with pilot-assisted coherengstimates for all interferers’ channels.
detection has been proposed as the basis for next generatidrarge system analysis is also used to study coded perfor-
cellular systems [1], [2]. In this paper, we study the coded panance with channel estimation. The code rate is optimized with
formance of the linear minimum mean squared error (MMSEgspect to both cutoff rate and the union bound on probability
receiver with pilot-assisted channel estimation, and comparefterror for some specific convolutional codes. Although the op-
with the conventional matched filter (MF), or coherent RAKEimal code rate for the MMSE receiver is generally higher than
receiver. Specifically, each user transmits a known pilot signdlat for the MF, both receivers benefit from low code rates in
spread orthogonally to the data for the purpose of chanrbké presence of fading or with a small logd (V). Our results
also show that the MMSE receiver is robust with respect to the
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Fig. 1. System block diagram.

In Section Il we present the DS-CDMA system model alongll users. We assume that each subsequent path is delayed by
with the data and channel estimation filters. Section Il brieflgxactly one chip period. The received vector for symbad
reviews the large system results needed and discusses the negesn by
sary modifications which account for orthogonally multiplexed
pilot signals, frequency-selective fading, and channel estimation K L
spanning multiple symbol periods. Optimization of the PDRis  r(i) = > > v/Ey hi1(0)x}(4) +2() + £())  (3)
presented in Section IV, and the selection of code rate is dis- k=1 I=1

cussed in Section V. _ _
where E}, is the mean received energy per symbol for user

summed over all paths and includes both pilot and data signals,
hi. 1(¢) is the channel coefficient associated with pafibr user
We consider the reverse link of an isolated DS-CDMA celk, z(¢) is a vector of complex-valued white Gaussian noise sam-
Fig. 1 shows a block diagram of the system model for a singhées with variancer? = Ny /2 per dimension, ané(4) is the in-
user. Each signal contains a pilot sequence spread orthogontigymbol interference due to multipath. The veotﬁ?(i) has
to the data to enable coherent detection. The signals expégirgth/N + L. — 1, and contains the elementsxf(i) given by
ence frequency-selective Rayleigh fading and are corrupted @y in positions! throughNV + [ — 1, and zeros elsewhere.
AWGN and multiple access interference (MAI). The received vector(¢) contains the contributions from all
The system is assumed to be synchronous Witlsers, each paths for symbot, and therefore has lengf + L — 1. Con-
with processing gainV. Let the (V x 1) vectorpy represent sequently, the firsL. — 1 elements of(:) are the same as the
the spreading sequence of ugeand letb, (i) denote the cor- lastL — 1 elements of(i — 1). The vectok(i) accounts for the
responding transmitted data symbol at titnd@he pilot signal contributions from the data and pilot symbols at timesl and
spreading sequence and symbol are denotegl;bgnd b, (¢), <+ 1. Therefore, the first and lagt— 1 elements of(i) are the
respectively. The baseband signal transmitted by kisgitime only nonzero entries. Since we assume a fixed delay spread, for
s the subsequent large system analysis, the intersymbol interfer-
enceis negligible a4 — oc. Although we neglect intersymbol
x5 (1) = Apprbr (i) + j A Prbi () (1) interference in our analysis, it is included in the simulation re-
sults presented in later sections.
where A;, and A, are the amplitudes of the data and pilot sig- The channel coefficientds; ;(¢), are modeled as indepen-
nals, respectively. All error probability calculations assume bilent, zero-mean, complex-valued, and circularly symmetric
nary signaling, so that (i), b (i) € {£1}. Gaussian random variables with variaricel. For the simu-
The PDR for usef: is defined as3. = A2/A2Z, where we lation results in Sections IV and V, each channel coefficient
assume the normalizatiot? + A? = 1. The elements op;,  varies in time according to a Gaussian random process with
are chosen with equal probability from the det\/1/2N + power spectrun$(f) o« (1/2x)\/1/(f5 — f?) for |f| < fp,
j\/1/2N}. Toensure thqb{pk = 0, wheret denotes complex wherefp is the maximum Doppler frequency. We assume each
conjugate transpose, th¢h element ofp;, is defined as fading process is constant over one symbol period, but varies
from symbol to symbol.

Il. SYSTEM MODEL

N
o n forn < — imati
Dk, ns orns 5 @ A. Data Estimation

¢

=
3
Il

—pr n, forn > N We use alinear filter to estimate the signal sent by user 1. The
’ soft symbol estimate is given by

and we constraitV to be even.
We assume a symbol-synchronous system witishifted b1 (i) = cfr(i) (4)
multipath components to simplify our analysis. (The large
system analysis used here is extended to asynchronous CDMKerec is either the MF or MMSE filter. The MF is theffec-
in [15].) The delays of the primary paths are therefore zero ftive spreading sequence of the desired user; namely, the super-
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position of the faded and delayed versions of the desired useisd take a form similar to (7)
spreading sequence

L vg)mmse = Ak \% ExRp 1C§xl)mf (12)

=p, =Y pi’n 5
Omf =P1 = z_: P fLt ®) whereR = E[ryr}] and again the expectation is with respect

to the transmitted symbols, noise, and interferers’ channels if

wherep") contains the spreading sequence for user 1 in chifiey are not explicitly estimated.
[ throughN + [ — 1 and the dependence a@ris omitted for
convenience. Ill. L ARGE SYSTEM ANALYSIS

The MMSE filter is chosen to minimize the cost function For the CDMA model presented in Section II. the SINR at
- 9 the output of the MMSE data estimation filter corresponding to
=E[lb1 = b7 ©®)  usertis

where the expectation is with respect to the data symbols, pilot Bl 1o
symbols, noise samples, and the channels of the interferers if Ymmee = ATE1P [R*Py = T+ pR"P, (13
they are not directly estimated. The optimal filter is '
whereR, - is the interference-plus-noise covariance matrix. In
Crmmse = A1 \/_R_lﬁl ) the absence of orthogonal pilot signals and multip&h, =
1-Dy- P _ 42021, whereP; - is the matrix whose columns
whereR = E[rr'] is the covariance matrix of the recewedare the S|gnatures of the interferers - is a diagonal matrix
signal. containing the energy of the interferers received in a symbol
period. It is shown in [3] that for this case, 85 K — ~o and
K/N — «, vmmse CONverges in probability to the deterministic
Both the MF and MMSE data estimation filters require egimit
timates of the channel for the desired user. Furthermore, the
MMSE filter performance can be improved by including estis* _ B
mates of the interferers’ channels. We estimate the channel co- 1 +/t
efficient for each path separately, assuming perfect knowledge 9
of the path delays, and then combine the shifted spreading se- {20 Ta
guences to estimage, .
Analogous to the data estimation, either an MF or MMSENd the MF SINRy,, s, converges to
filter can be used to estimate the channel. The channel estima-

B. Channel Estimation

Ei A
B+ (1 + /31))\’7’;((7177156

dF;()\)} ) (24)

-1
tion filter spans’ N + L — 1 chips, requiringl” stacked received .
vectors Tmf T /31 20° o [ AdFL() (15)
i . - .
rp(i) = [r[TLN} (4), r[TLNJ (i—1), ..., rfG—T+ 1)} (8) W_hereF{(-) is the large system limit of the interference energy
distribution.

whereT'N is less than the coherence time of the channel, theThe former result (14) relies on the large system limit of the
subscripf{1, N] indicates that we use only elements 1 througﬁlstrlbutlon of elgenvalues of the interference covariance ma-
N of eachr(-), and the last vector in the stack contains®@l-  trix, Ry = P;-D; - P!, and requires the elementsBf - to
L — 1 elements. The estimate for the channel coefficiant(:) be zero-meani.i.d. random variables [16]. Each integral term in
is (14) and (15) is called theffective interferencéor the associ-
; ated receiver. In the following sections, we modify the preceding
}}ky (i) = (éé”) (i) (9) expressions to account first for orthogonally multiplexed pilots,
then separately for multipath, and finally combine the results.

wherev() is the appropriate filtec;, (MF or MMSE), shifted . , )
A. Orthogonally Multiplexed Pilot Signals

byl — 1 chips.
The MF for userk is obtained by stacking the pilot signal Here we assume that all users have the same RDR;
spreading sequence, i.e., Ai/Aﬁ. When the pilot channel is included in the signal model,
5 , the pilot and data spreading sequences belonging to a given user
Ermp = J [Dr(@)Dh, br(i — 1Py, .., bi(i — T+ 1)p}] are not independent so that the results of [3] cannot be directly

(10) applied. However, in the appendix we show that, because the
pilot is spread orthogonally to the data, the effect of the pilot
where’ denotes transpose. The MMSE filter coefficients aren the large system output SINR is the same as if it were spread
chosen to minimize with an independent random sequence. Our systemAkitkers
: 5 therefore becomes, effectively, a system vtk users where
&1 =E l (cg)mmse) o — b ] (11) half of the users (corresponding to the data) have power ecaled
by 1/(1 + /) and the other half (corresponding to the pilot)
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have power scaled hy/(1+ /). Consequently, the large systenirhe simulation results in Section IV show that this approxima-
SINR at the output of the MMSE data estimation filter is tion is accurate. The approximation is exact for circularly-sym-
metric spreading sequences [4]. For the MF, the large system

T B Py n a/ B\ SINR is again given by (15).
Tmmse = 7 + 73 (14 B)(EL+ Mmse) Combining the effects of multipath and pilot signals, we
-1 obtain the following expressions. If the receiver estimates
E1BA . ;
+ dF(A)| . (16) the channels for all users, then for the pilot-assisted scheme

(L4 A)(Er + BAY ) considered, the large system SINR per path at the output of the

The SINR at the output of the MF remains the same as (15). TMMSE data estimation filter is

expression also appears in [14], where the elements of the pilot

and data spreading sequences are assumed to be indepengent -, £ /L [202 + a/ < E1A
and circularly symmetric random variables. In that case, (16) = 1+/8 (14 B)(EL + LAY mse)
follows as a direct extension of the results in [3]. n E1 8

(L + B)(EL + LB e

-1
| )) dH ()\)} (20)
B. Multipath

In the presence of multipath, the output SINR depends dhere the variance of the channel estimatésjs determined
how the receiver treats the time-varying interference. In [4], teom the channel estimation filter output SINR described in Sec-
receiver is assumed to estimate the channel for each user gitien IlI-C. If the receiver averages over the channels of the in-
knowledge of the path delays. The channel estimate for patterferers, then
of userk is given byh,; + v, wherewy ; is assumed to be
Gaussian with variancg . The large system SINR per path at . _ B {2L02 I La/ <(1 — Ei )

the output of the MMSE filter (averaged over the fade of thémmse ~ T+ B E; + 2 se)

desired user and ignoring the pilot signals for the moment) is ELf)

-1
then A BE + /m;,,,,,se)) dFI(A)} 1)

E E - ,
Ve mse = Tl [202 + a/ m dH(X) (17) where we assume-path fading for all users.

where H(-) is the distribution function of thestimatednter- C. Channel Estimation

ference energy. That is, there is interference from the effectiveThe derivation of the large system output SINR for the
spreading sequence of ugewith enefgyEk(ZlLfl |hie 1|2 + channel estimation filter is analogous to that for the data esti-
¢?) and there is also interference frdm- 1 “virtual” interferers  mation filter. The channel estimation filter has lengd’, but
each with energy,.¢7 due to the estimation error associate§ach interferer transmits two setsitlifferent symbols within
with the separate multipath components. With perfect chaniiiS time span, corresponding to the pilot and data signals. (In
estimates;2 = 0V k andH(-) depends only on the distributioncontrast to the analysis in [4], we assume no knowledge of
of the amplitudes of the channel coefficients [10]. the interferers’ data symbols.) The SINR associated with the
Now consider an adaptive filter which attempts to estimate tMMSE channel estimate is
MMSE filter. Motivated by the approach in [5], we assume that

the adaptive filter averages over the channels of the interferers. < = PEs (o N R-te® 22
. . . . . TYmmse k,mf T Ck mf* ( )
That is, each path is treated as an independent interferer subject 145 ' '
to flat fading. In formingR,, we take the expected value over the o ) )
channel Coefﬁcientsy resu“:ing in As K, N —- x andK/N — a, ItIs shown in the appendlx that
the SINR for the MMSE channel estimate converges in proba-
L ; bility to
R=> PUDPY" 42,71 (18)
=1 .. _PBTE,/L
. . . mmse ~ 1+ /3

whereP® is P shifted byl — 1 chips. The elements @) STENL 1
are correlated with those @) for all /1, I, so that the as- ) [20—24_@ PTERN/ V dFy, (\)
sumptions used to derive (14) do not apply. However, since the . BTEx L+ (14 B) M mse
channel coefficients are independent across paths, as an approx- = 5T Y mmse (23)

imation, we treat the columns as independent. We therefore ap-

proximate the SINR per path as in (14) wittreplaced byLo  where F7,(-) is the distribution function of the interference,
and ) scaled byl/L treating the pilot and data signals as separate users, and the
channel estimation filter is assumed to average over the chan-
nels and symbols of the interferers. That is, the interference can
be viewed as originating frorit” “virtual” users, each having
(19) spreading sequence length equal to the length of the channel

-1

EiA dF()\)

~F |2Lo?*+ La | ————
' |: Ei+ )‘,y:;nnse

*
Tmmse
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estimation filter, and each transmitting at7" times the in- 10
terferer’'s power. The large system SINR associated with t
channel estimate for uséris then given by (21) with; re-
placed bysT Ej.

IV. OPTIMIZATION OF PILOT-TO-DATA RATIO (PDR)

We now use the preceding results to optimize the PDR
Our approach is analogous to that taken in [6] for the MF. |
what follows we will assume that the interference-plus-nois
at the output of the despreading filter (either MMSE or MF) i 1©
Gaussian. This approximation is examined in [17] for the lineig
MMSE receiver and is shown to be accurate in cases of intere
Furthermore, for the synchronous AWGN channel this approt
imation becomes exact &, N — oc. The (uncoded) proba-
bility of error with channel estimates is then

pd [ S 2] e

=0

107

——  MMSE limit, case (ii)
2] — — = MF large system limit
NS LN MMSE limit, case (i)

where MMSE uncoded simulation

o
179 o o MF uncoded simulation
1 1\~ Y : & MMSE coded simulation, case (i
W= 14+ = 14+ = (25) : : : ¥ MF coded simulation
y ¥ 10 1 ; ; x MMSE coded simulation, case (i)

0 0.2 0.4 0.6 0.8 1 1.2 14 16 1.8 2
and~ and#¥ are the mean SINR'’s per path (averaged over tl Pilot-to-data ratio, B

desired user’s channel) for the data and pilot signals, respec-

tively (see [18, Appendix B]). Minimizing?, is equivalent to Fig. 2. Biterror rate versus PDR with = 0.25, L = 3, andEx /Ny = 7

maximizing .. From (25) it is clear that both and% must be

large for good performance. We remark that for the MMSE re-

ceiver (16), the effective interference dependgamhereas for ~ Results are shown for the two cases discussed: i) The MMSE

the MF receiver (15)3 affects only the desired signal power. filter incorporates channel estimates for all users, and ii) The
We also consider the effect of the PDR on coded bit error ra#MSE filter averages over the channels of the interferers. The

(BER). The union bound on BER for a rakg¢n convolutional optimal PDR for case i) is somewhat larger than that for case

code can be written as ii), reflecting the greater dependence on channel estimates for
- interference suppression. The performance improvement asso-

P, < = Z aqP.(d) (26) ciated with case i) rela_tlve tc_) case ii) is not as Igrge as.m|ght pe

= expected due to the virtual interference associated with the in-

accurate channel estimates. The simulation results at low BER

whereP. (d) is the pairwise error probability of choosing a patffi.e., approximately 16® and below) are greater than the ana-
of weightd over the all-zero path, andg, is the total number of lytical results based on the upper bound (26) because the ana-
nonzero information bits corresponding to all error paths witlgtical results assume perfect interleaving and are exact only as
Hamming weight. With pilot-assisted channel estimation andv — oo. Still, the general shape of the simulated results match
independent fadingP.(d) can be calculated from (24) by re-the shape of the analytical curves.
placing L with Ld. Sincey does not depend od, the 3 that Fig. 3 shows the optimal PDR over a range of loads for
maximizesy also minimizes the bound af,. Ly /Ny = 7 dB and number of pathd& = 1 and 3. These

As an example of the effect of PDR on system performanaesults, based on the large system analysis and computed
Fig. 2 compares the bit error rate based on the large systeamerically, assum& = 10 and correspond to the preceding
SINR with simulation results for both MF and MMSE receiversase ii). The optimal PDR for the MMSE receiver is consis-
for« = 0.25, L = 3 andE;,/Ny = 7 dB. Curves labeled tently less than that for the MF. The difference between the
MMSE correspond to MMSE estimation of both data and chaMMSE and MF curves is smaller fat = 3 than for L = 1.
nels. Similarly, results for the MF assume that both the data amtlis is because increasidgincreases the effective load for the
the channels are estimated with an MF. Each channel is eMIMSE receiver, but not for the MF receiver. As— 0, and as
mated ovefl’ = 10 symbol periods as described in Section llaa — oc, the MMSE SINR converges to the MF SINR, so that
Results are shown for a rate 1/2 convolutional code with octéle optimal PDR'’s for the two receivers converge to the same
generator matrix (345, 237). The simulation results correspolmhit. A longer channel estimation filter (largér) will result in
to a processing gain oV = 128 and a block length of 1000 a lower optimal PDR, provide&T" is less than the coherence
bits, which enables effective interleaving at the simulated fatiene of the channel. For example, the channel estimation filter
rate (fpT; = 0.0093 whereT, is the symbol period). used in [7] corresponds t6 = 16 and the optimalB ~ 0.3 for
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Fig. 3. Optimal PDR,, as a function of load fof. = 1 and 3 paths [case )
ii)], Ex/No = 7 dB, andT = 10. Fig. 4. Cutoff rate versu, /N, for fading channel, perfect power control
(Case 1).

L = 3. This indicates that the optimal PDR generally increases . . .
with fade rate P g y whereE; = E,r. Foragivent, /Ny, Ry is found by setting =

Ry and solving the fixed-point equation. For a power-controlled
CDMA system with AWGN (Case 1), the large systéfy/Ng
V. OPTIMIZATION OF CODE RATE at the input to the decoder 4 given by (14) and (15) for the
As in previous work [9], we fix the bandwidth expansiorMMSE and MF filters, respectively. The cutoff rate for a large
(chip rate / information rate) and analyze the tradeoff betwespstem &, N — oo andK /N — «) is therefore
random spreading and error control coding. For the MF, it is
known that the code rateshould be small [19]. Generally, the Ro=1-logy(1+ e—“) (28)
optimal code rate for the MMSE receiver should be higher, since
alarger number of random chips per coded symhglprovides \yherey* is a function ofq, and £, /No.
more degrees of freedom for interference suppression. We Usgig. 4 shows the corresponditg, /N, versus code rate =
the expressions for the large system SINR to study this tradeqff; for different loads$2 = «r. That is,§2 is the ratio of users,
noting that the residual interference-plus-noise at the output gf to the bandwidth expansion]/r. We assume all users have
the despreading filter is Gaussian in the large system limit [2Qhe sameF, /No. The optimalR,, for a given load is the rate at
Whereas others have considered the capacity as a performapggh the corresponding curve in Fig. 4 is minimized. Note that
measure [21], [12], [13], here we study the cutoff rdlg, and  the optimal rate for the MMSE receiver increases with load. The
the union bound on the bit error probability. curves are generally shallow, which implies that performance is
In what follows, we will refer to the following cases: insensitive to the selection of code rate in the vicinity of the
1) AWGN channel with perfect power contréh. this case optimal value. From this figure we see that the optimal code
L;()) is a step function ah = E; (assuming3 = 0) rate for the MMSE filter at a load of 0.6 is approximately=
and the fixed point SINR equation can be solved as1g2. As expected, the optimal rate for the MF approaches zero.
quadratic. We remark that this situation also applies furthermore, the MMSE filter can support a loadf®f= 1,
flat fading channels with perfect channel estimation argiven sufficientF, /Ny, whereas the MF cannot.

perfect power control. In the presence of fading, the Chernoff bound can be applied
2) Multipath with moderate fade rate, no power contiiol. to the pairwise error probability [18], giving
this case we assume that the fading is slow enough so that
the channel of the desired user can be tracked, but itis too 1 L
fast to allow an adaptive filter to track the channels of the Ry=1-1log, |1+ <1 T *> ] . (29)
interferers i
We first assume perfect knowledge of the Qesired user's chanp%_ 5 illustrates the relationships amoRg, a andE, /N, for a
and subsequently present results which include the eﬁeCtSfroequency-selective Rayleigh fading channel with= 3 inde-

channel estimation. pendent paths and ideal interleaving (Case 2). The optimal code
rate appears to approach zero for both receivers. Moreover, as
A. Cutoff Rate the code rate approaches the optimal value, both the MMSE and
For the single-user AWGN channel, the cutoff rate is giveMF receivers require the sanig /Ny, although the MMSE re-
by [18] ceiver is more robust with respect to a suboptimal code rate. Of

course, this set of results depends on the assumption that the
Ro =1 —logy(1+ ¢ F+/No) (27) MMSE filter is unable to track the channels of the interferers.
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Fig. 5. Cutoff rate versud, /N, with frequency-selective fading (Case 2, 4 5 6 7
L = 3) and no power control. The MMSE filter averages over the channels E/N, (dB)

interferers.

Fig. 7. Union bound on BER with perfect power control (Case 1) for code

30 ratesr = 1/4, 1/2, 3/4 and normalized loaf = 0.6.

the channel estimation filter has length correspondingte- 5
symbols. Comparing these results with those in Fig. 5 shows
that channel uncertainty significantly decreases the supportable
load. Still, the MMSE filter is robust with respect to the choice
of a suboptimal code rate.

B. Probability of Error

Here we assume specific convolutional codes and compute
the upper bound on BER given by (26). We first assume perfect
channel estimates and then present results with pilot-assisted

: : : , : : ; channel estimation. For the AWGN channel, we assume that the
0 ; ; i i ; ; ; : . interference plus noise is Gaussian so thatd) = Q(v/dv)
0 01 02 03 04 05 06 07 08 08 1 whereyisthe output SINR of the despreading filter.
' For the Rayleigh fading channel, we assume that the channel
Fig. 6. Cutoff rate versusZ, /N, with frequency-selective fading (Case 2,coefficients are independent from symbol to symbol (ideal in-
L = 3), no power control, and pilot-assisted channel estimation. The MM$erleaving) and across paths. (This also applies to the simulation
filter averages over the channels of interferers. results.) In addition, we assume equal mean gains for all paths.

. , It follows that P.(d) is the probability of error with diversity
Also, note that the additiondl, /Ny needed for reliable com- order Ld and coherent combining given by

munications in Rayleigh fading, relative to the AWGN channel,

increases with load. L pa "&E (Ld—1+1 L !
With the addition of the pilot channel, the cutoff rate has been Pe(d) = [5 (1= 6)] ™" > < . ) [3(1+6)]
shown to be [7] =0

(32)

o L wheref = /v/(1 + ~) andy is the mean SINR per path at the
Ro=1-log, [1+ <1 + m) ] (30) filter output [18].
Fig. 7 compares the large system BER bound as a function
which can be rearranged as of E, /Ny for Case 1 with code rates 1/4, 1/2 and 3/4, and load
Q = Kr/N = 0.6. Numerical results fotv. = 100 are also
Ro =1 log, [1 +(1- ,ﬁ)L} (31) shown. The rate 1/4 and 1/2 codes have generator matrices (353,

335, 277, 231) and (345, 237), respectively. The rate 3/4 code is
wherey is givenin (25). We wish to select the PDR to maximize punctured convolutional code derived from the dgt2 code
i. That is, maximizing: maximizesR, for a given load and using puncturing pattern (1,1,1,0,0,1). For the MMSE filter, and
E,/Ny. Fig. 6 illustrates the relationships amomty, o and for the range of error rates of interest (between®and 10-3),
E, /Ny for a frequency-selective Rayleigh fading channel witthe rate 1/2 and 3/4 codes perform best and exhibit similar per-
L = 3 independent paths and pilot-assisted channel estimatformance. This is consistent with the cutoff rate results in Fig. 4.
where the PDR is optimized for each set of parameters. TA&so, as expected, the performance of the MF improves as the
MMSE filter averages over the channels of the interferers andde rate decreases.
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10° ¢ ey Which corresponds to the scenario considered in Section 1V with
MMsEbound |1 o = 0.25 andr = 1/2. There arel. = 3 propagation paths,
100 T Mmee e .1 the window for channel estimation ig” = 5 coded symbols,
¥  MEsim.r=14 3 gnd the normalized Doppler shifi, 7, = 0.0093. The data and
[e] MMSE sim.,r=1/2 | 1 . . . .
. o MFsimr=12 ] Channel estimation filters average over the channels of the inter-

ferers (Case 2). Simulation results are shown¥os 128.

For each code rate anBl, /Ny, we calculate the PDR that
minimizes the probability of error expression as discussed in
Section IV. The optimal PDR is used to compute the union
bound on coded error probability, and is also the PDR used in
the simulation. In contrast to the results with perfect channel
estimates, the results for the MMSE filter with pilot-assisted
channel estimates show that the rate 1/4 code offers a 1 dB gain
relative to the rate 1/2 code uniformly over the rangéipf N
shown. The performance is therefore improved in that case by
: N ‘1 allocating more degrees of freedom (bandwidth expansion) to
107 error control coding. Again, the rate 1/4 code is best for the MF.

BER upper bound
S

107 i i . . i i i VI. CONCLUSIONS
2 4 6 10 12 14 16 18 . .
E/N, (dB) We have studied the performance of the linear MMSE re-

Fig. 8. Union bounds on BER with frequency-selective fading and no powéeiver for DS-CDMA as a function of the PDR and code rate
K/?'Gtsrclgl ]g”Ct:rszviLr: 3) for Coﬁe_rate:ff = 1/2F11/4 ﬁlmd load? = 0.35. The i the presence of frequency-selective fading. A large system
ges overthe interferers’ channels. analysis has been presented which can be used to optimize the
PDR and code rate as a function of lodgd,/ Ny, number of
propagation paths, and channel estimation filter length. If the
MMSE filter averages over the channels of the interferers, cor-
responding to an adaptive filtering implementation in moderate
to fast fading, then our numerical results show that the optimal
PDR for the MMSE receiver is less than that for the MF receiver.
If the MMSE receiver incorporates estimates of the channels for
all users, then the optimal PDR for the MMSE receiver is greater
than that for the MF receiver. For the load akd/N, consid-
ered, a minor performance gain is associated with estimating all
of the users’ channels, as opposed to the performance associated
with the adaptive filtering implementation.

The optimal code rate is generally higher for the MMSE
receiver than for the MF receiver, which allows more degrees
of freedom for interference suppression. In the presence of
frequency-selective fading, the MMSE receiver benefits from
using low code rates (again assuming that the MMSE receiver

: averages over the channels of the interferers). This benefit is
10'65 5 7 : 5 0 P 12 13 €nhanced with imperfect channel estimates. Our numerical
E,/N, (dB) results for cutoff rate show that in the presence of frequency-se-
o _ _ _ _ lective fading, the performance with the optimal code rate for
P Sisad s oo, s bt ol Tt 155, (e MMSE recaiver approaches that for the MF, although the
and the MMSE filter averages over the interferers’ channels. MMSE receiver is more robust with respect to the choice of a
suboptimal code rate.

BER upper bound
=

MMSE bound
— - MF bound

o MMSE sim.,r=1/4 |.
% MF sim.,r=1/4

o) MMSE sim.,r=1/2 | -~
o MF sim.,r=1/2

A similar comparison, corresponding to Case 2 with= 3,
is shown in Fig. 8 for? = 0.35 (N = 100 for the simula-
tion results). This plot shows that the rate 1/4 code is best for
E,/N, < 16 dB but that the rate 1/2 code is the best for larger Given a matrixA., we denote the empirical distribution func-
E,/N, (corresponding to very lowP.). As expected, the rate tion (e.d.f.) of eigenvalues a4 which has the Stieltjes trans-
1/4 code performs best for the MF. form

Our final comparison accounts for inexact channel estimates / 1

= A—2z

APPENDIX
DERIVATION OF (16) AND (23)

based on the discussion of PDR in Section IV. Fig. 9 compares ma(z) = dGa(A) forzeC*t (33)

the performance of the convolutional codes used to generate
the preceding plots. For these results, the I16ad= 0.125, whereC* = {z € C: Im[z] > 0} [16].
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Letthe(K —1) x (K —1) matrixR; = B+ PDP' whereB
is Hermitian P is NV x (K —1) and has i.i.d. elementB} is (X —

1) x (K — 1) and diagonal, anB8, P andD are independent. It

is shown in [16] that a®V, K — oo andK/N — «, mg,(2)
converges in distribution to

mr, (2) = ms ( —af HTAR() dGDu)) (34)

wheremg(z) is the limit of the Stieltjes transform of the e.d.
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LetR, =P, D, P! +pP, D, P} +25Twhere

Pp- =[P, Py, ..., Pp1, Pryy, ..., Pg]  (38)
and

Pi- =[Py, P2, ..., Prcy, Prgr, ..., Pr]. (39)
It will be convenient to writeP;,- = [X], X{]f andP;- =

X! —XI]* whereX; andX, have N/2 rows. We can then

f_write

of B, andGp(-) is the asymptotic distribution of the diagonal R,

elements oD.

In [3], it is shown that agV, K — oc andK/N — «, the
SINR at the output of the MMSE filtery,,,,.se, CONverges in
probability to

oo
* p——
,Vrnrnse - /
0

E,

o5z 4R (V) = Eymr, (=20%) (35)

whereGr, is the limiting eigenvalue distribution of the random

interference covariance matrix. Sineegr,(z) is not defined
for real-valuedz, and must be inCt, as in [3], we define
mg,(—20%) as the limit of mz, () as » approaches-20?

from within C. Since the elements & = P, arei.i.d., (34)
is used withB = 0 to prove (14).

Orthogonally Multiplexed Pilot

LetR = PDP + PDP' + 2521 be the covariance matrix
of the received signal with an orthogonally multiplexed pilo
where the columns dP are the pilot spreading sequences an

B [(1+/3)X1Dk_xl+2a21

2 (1—-8)X,Dy- X} }
(1-3)X,Dy- X|

(1+3) XDy X} +2021

Rii Rip
ki NE 40
|:RI,2 R2,2:| (40)
Let pi R, px = p}Qpr where
Q1 Q 2} 1 {I 0}
- ’ =R 41
@ |:_QI,2 Q2,2 =10 -I (41)

Q1,1 = (Rl, 1— Ry, 2R£12R]£7 2)_1, Q12=Qq, 2R172R£12,
andQs,» = —(Ro, 2~ R{ ;R 1Ry 2) L. Sincep, andQ are
independent, the random varial]jéka converges in proba-
bility to (1/N)tr(Q) = (1/N)tr(Ry,1 — Ry 2R75R] ,) -
(1/N)tr(Ra,2 — R} ,R{ 1Ry 2)"! asN — oo [16].

We now show thattr(Ry; — Ry R, 5R{,)~! and

tm‘(RQ, 2 — RL QR;11R17 2)~! converge to the same determin-

’atic value asV — oc. We have

D = 3D. We wish to evaluate the large system Stieltjes trans-Q;} =Ry 1 — R 2R7 3R] ,

formmgz,(2). In the proof of (34) in [16], the columns & are
required to be independent so thatas— oo,

mg, (—20?)
1+ A2Eymg,(—202)

p,R !p; —

for all k.. Here, thekth column ofP is not independent of theth
column of P. However, we show thqiLR—lpk still converges
to

mRr; (—20’2)
1+ A%Eka, (—20’2)

asN — oo.

LetR,- = R—AZEpip, andR,- = Ry —A2Epip).
Applying the matrix inversion lemma gives
PLRZEPk
1+ AiEkpzf{;,lpk

piR !p; = (36)

and

TR-1s <ip—1
-1 _ _ip—1 12 Pkkakakkapk
PR, 2P =P, R Zpr — ALEg P S
R Mk 1+ A2EpLR, P
(37)

We now show thaq)Lka}pk — 0asN — oo, so that
pLR;}pk — mp,(—20%) and

mr; (—202)
1+ A%EkaI (—20’2)

p,R7'py —

as desired.

-X, [uDk_ — 0°Dy- XF (uX D= X + 202T)

-XQD,F} XTI+ 20°1

2 2

ut —v 2022

:X1|: k- —

(XX, + 202D,:_1)1} X! + 2071 (42)
whereu = 1 + 3, v = 1 — 3 and the last step follows from the
matrix inversion lemma. The eigenvalue distributiorgfX o+
202D;} converges almost surely @ — oo to a function
with Stieltjes transform that is independent of the elements of
X, [16]. Consequently, the eigenvalue distribution(¢f? —
v2)/u)Dy— — (20202 Ju) (X3 X, + 202D )~ converges al-
most surely asv — oo. It follows from [22, Theorem 1.1] that
the eigenvalue distribution &), ; converges almost surely to
a function which depends only en ¢2, 3, and the distribution
of the diagonal elements @b, .

The same arguments show that the eigenvalue distribution of
Q> - converges to the same function as the system becomes
large. Therefore, a&% — oo and K/N — «, tr(Q) — 0
andpLR;}pk — 0 in probability. Consequently, we can treat
Px andp; as though they were independent random vectors and
rewrite (34) as

A

s (2) = {_Z + a/ 1+ 8+ Mg, (2)
. 82

14 B+ BAmg, (2)

-1

dF(A)

(43)
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Combining with (35) gives (16).
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as
L

K
rr(i) = D Y b VERX (D) +20() +€0()  (44)
k=1 l=1
: : : : (1l
wherexy () = [x},(¢—T+1),x},(i—=T+2), ..., x,(4)] and
z7 (1) and{,(¢) are the corresponding AWGN and intersymbol
interference. Since consecutive symbols from a given user arézl
independent with mean zero, the interference covariance matrixs]
can be written as

B, 0 0 4l
0 B 0
Ry=1|. (45) 5
0 0 Br [6]
where we again neglect the intersymbol interference due to mul-
tipath, [7]
B,=3)_ [PEQN]DI (Pﬁ),m)T + AP( D (Pﬁ)ﬂﬂ Y
=1
9
_1/3TE1/3 \hi1*Pib]  (46) []
(10]
Pﬁ) N7 and P(Q N1 are N x K matrices whoséth columns
contain elements 1 througii —/+1 of px andps, respectively, 11
in rows! throughN, andD, is a diagonal matrix wittth entry
given by Ex|hy (|2 /(1 + 3).
As N — oo and K/N — « the Stieltjes transform aB,, [12]
converges to
(13]
A —1
mp(z) = {—z—i—a / T ) @7) 14
which is independent of.. The effects of the pilot and data [15]
signals are accounted for i (-). From (45) the set of eigen-
values ofR; is equal to the union of the’ sets of eigenvalues [16]
of B,,1 < n < T. Therefore the e.d.f. dR; is the scaled
sum of the component e.d.fGgr, = Zle(l/T)GBn. Sub- [17]
stituting into (33) givesng, (z) = >.._,(1/T)ms, () and
taking the limit of both sides a& — oc, we obtainmg, (z) =  [18l
Ele(l/T)mB(z) = mp(z). Combining this with (35) and [y

noting that the desired average signal energy per pagyid +
B))TE;/L gives (23).

Note that (47) is the same as the analogous limit for 420!
multicode system in which each user transrfiittndependent
spreading sequences, each of lemyth, and with power scaled [21]
by 1/T. This approach can be extended to a multirate system
model using variable spreading factors [23]. An alternativeyy)
proof of (47) in this latter scenario is presented in [14] using
results from [15]. However, the proof presented here is simple
and more direct than that used to prove the corollary cited i
[15].

23]

prove the paper.
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