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Abstract—The performance of the minimum mean-squared and [11], where a slowly time-varying multipath fading channel
error (MMSE) receiver for detection of direct sequence code (single user)is considered. Also, [12]-[14] have considered mul-
division multiple access is considered in various fading channel tiple users in a frequency-selective fading model.

models. Several modifications to the basic MMSE receiver struc- o Lin thi is t luate the th tical f
ture which have been recently proposed for use on nonselective ur goal in this paper '_S o'eva uate the (?ore Ical pertor-
fading channels are reviewed and shown to represent different Mmance of the MMSE receiver in a general fading channel that
approximations to a single common form. The performance of this may be either frequency-selective or -nonselective. While it is
general structure is analyzed as well as various extensions suitablewell known that the MMSE receiver is theoretically capable of
for frequeﬁcy-seflective fadigg channels. Pgrtﬁu'ar hatliemi?ndis performing RAKE-like multipath combining on a frequency-se-
given to the performance advantage gained through knowledge 1o .iye channel, current adaptive implementations have not been

of the fading parameters of the various transmission paths of . .
each user's signal. It is shown that having this knowledge is not able to achieve this type of performance except when the channel

particularly useful on a flat fading channel unless the loading is fade rate is very slow. Several authors (including ourselves)
very heavy and even then the difference in performance is only [12], [14]-{16] have suggested using a multiple adaptive filter
minimal. On the other hand, having this knowledge is crucial structure where there is a separate adaptive filter for each re-
in a multipath fading channel and the inability to leam the g4\ aple transmission. The outputs of these filters could then be
fading channel parameters will lead to substantial degradation in . - L -

combined coherently using explicit channel tracking for each

capacity. A heuristic explanation to support this result based on a ) : . .
dirﬁengonamy argumeﬁt is also preseﬁ?ed. path of the desired user, or they could be combined differentially

Index Terms—Code-division multiple access, fading channels with equal gains. Doing either relieves the MMSE receiver
multiuser channels, signal detection? spread-sr;ectrurg communi: from h.avmg to track the mult.lpath fadl.ng for th.e desired user
cation. which is often too fast for typical adaptive algorithms to track.

One of the main results of this paper shows that while explicitly
tracking the fading parameters for each transmission path of the
. INTRODUCTION desired user allows the receiver to retain the diversity advantage

T HE MINIMUM mean-squared error (MMSE) receiver forof @ RAKE receiver, multipath fading can still cause significant

detection of direct-sequence code-division multiple-accedggradation in performance of an MMSE receiver. To obtain
(DS-CDMA) is receiving significant attention as it offers an atthe full benefits of the MMSE receiver, the receiver must have

tractive tradeoff between performance, complexity, and the nd&tPwledge of the fading parameters from each patillaiser's

for side information. The MMSE receiver was first developed bj@nsmissions. A standard MMSE receiver will implicitly learn
Xie etal.[1] as a nonadaptive receiver. This was followed by vaft is information if the fading rate is sufficiently slow, but current
ious adaptive implementations which operated in a decision-@22pPtive implementations do not seem to be able to achieve this
rected mode [2]—[5]. Later it was shown in [6] that the MMSé"nd of performance at fading rates that are of practical interest.
receiver can be operated in a blind mode, alleviating the nelé'dthis paper, we demonstrate through analytical performance
analysis the substantial difference in the performance of the

for training. Most of the work up to this point dealing with the SE i h ted | tast fadi
MMSE receiver and its adaptive implementations has assu M receiver when operated on a slow Versus a tast 1ading
nnel. It is hoped that the thorough analysis presented of the

a Gaussian noise channel model. A few exceptions are the wi oo : ; i
SE receiverin afrequency-selective fading channel will help

in [7], [8], and [10], where a flat fading channel is considere researchers to develop better techniques to practically achieve
the full potential promised by the MMSE receiver.
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presented in Section Il is given in Section IV and Appendix Asecondary paths are left unspecified, however, we will operate
Numerical results based on this performance analysis are giventhe assumption throughout the rest of this paper that the delay
in Section V and a heuristic explanation for the results observegread is constrained to be greater than one chip but less than one
are given in Section VI. symbolinterval, (i.e. < 71 ¢, < 1s). Thisassumption keeps
the intersymbol interference (ISI) to a minimum and greatly
Il. SYSTEM MODEL simplifies our analytical results. The reader is directed to [13] for

A standard model for asynchronous DS-CDMA is assumer&centwork dealing with channels with alonger delay spread.

The kth user transmits a signal of the form (complex baseband)
I1l. THE MMSE RECEIVER AND FADING CHANNELS

M
_ _ Iy In order to clarify some of the approaches taken in later sec-
Silt) = V2 Z di(m)er(t = m) exp(jgh) @) tions, a brief review is given here of the MMSE receiver and
some modifications necessary for operation in fading channels.
whereg;, anddy,(m) are the carrier phase aneh differentially  The MMSE receiver takes the signal at complex baseband and
encoded data bit respectively, for theth user. The unspreadpasses it through a chip matched filter and samples the output
symbol duration isI; and hence the baud rate ig7,. The of that filter at the chip rate and synchronous with the reception

m=0

spreading waveform is given by of the desired user’s first pattN chip samples are stored for
N1 each symbol received and together these chip samples form the
a(t) = Z e ntp(t — nT) (2) ‘“received vector” for thenth symbol
" 7(m) =y, TmN41s - Ten—1)? (58)

where(t) is the chip pulse shape, afill is the chip duration. .

For simplicity, in the remainder of this work, we takét) to Ti = /1/)@ — ¢12)R(t) dt. (5h)

be a square pulse on the interval {R,), but there is no fun- ) . . . . o
damental reason why a different chip pulse shape could notHée MMSE receiver flltgrs th_|s recelv_ed ve_ctor Wlth a finite
used. In order to allow for linear MMSE detection, the periolf’PUISe response, possibly time-varying, discrete filter char-

of the spreading sequence is taken to be equal to the numbegierized by theV-element tap weight vectap(m). That is,
chips per bit. That isN = 7, /7. during each symbol interval, the MMSE receiver forafs:) =

w" (m)r(m). The data symbol decision is then based on the
output of this filter,z(m).
K Traditionally, the MMSE receiver has been operated in a co-
R(t) = > Ri(t) + Nu(t) (3)  herent manner, in which case the decisions are made according
k=1 to dy(m) = sgn(Re[z(m)]). If the transmitted data bits are

whereRy,(t) is the received signal from theth user andv,,(¢) differentially encoded, then the coherently detected data can

The received signal is taken to be of the form

is complex white Gaussian noise WIitH[N,,(f)N*(s)] — be differentially decoded to forty (m) = dy (m)dy(m — 1).
2N,6(t — s). Assuming a fading multipath channel, eaclfror reasons to be explained later, this approach can lead to
received signal takes on the form difficulties on a fading channel and so it is also possible to

use differential detection on the output of the MMSE filter.
@k In which case, the data decisions are formed according to
Ri(t) = > /Pu, vy, n(£)Sk(t = 70,2) @ b(m) = sgu(Refz(m)z* (m — 1))).

r=1 The tap weights of the MMSE filter are chosen to minimize
where@),. is the number of paths for theth signal, and? ., the mean-squared error
, »(t), andr, , are the received power, the complex fading 9 9
process (normalized such th&{|y -(¢)]?] = 1]), and the J(m) = Elle(m)’] = E|di(m) —2(m)]"].  (6)
relative delay for the'th received path of théth user’s signal, |t js well known that the tap weight vector which minimizes this
respectively. The fading processes are taken to be zero mgathn squared error is given ym) = R~ (m)p(m), where
Gaussian random processes with autocorrelation functioR@n) = E[r(m)r" (m)] andp(m) = E[d:(m)r(m)]. In order

given byR,(r) = J,(2nfp, x7), wherefp, , is the maximum 14 study the characteristics of this tap weight vector, the form of
Doppler frequency of théth user’s signal and is dependenthe received vector is specified

on that user’s vehicle speed relative to that of the receiver. For

simplicity, it is assumed that, . = fp for all k. Furthermore, K 9 1p

the fading process for each path is taken to be statistically r(m) = Z Z \ p; (1)
independent of the fading process for all other paths. User k=1 r=1 ;
number one is assumed to be the desired user and it is further Jda(m = L,y — Deg (NT: — par, )
assumed that the receiver’s clock is synchronized with the + di(m — L, e (p, )] + n(m) )]
reception of the first path of the desired user. Thatris; is
taken to be zero. Without loss of generality, ; is taken to be
uniformly distributed over [0]7,). At this point, the delays of the Lir = |76.0/T5)

where

1The actual data are given by (m) whered,(m) = by (m)d;(m — 1). bk, r =Tk, r — L 15
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and whereR andp are the sample autocorrelation matrix and sample
&1 steering vector, respectively, given by
P=) P, ¥
=1 -, 1 H
R= i Z r(m)rt (m) (12a)

is the total power received from the desired signal. In the above —1
expression, it is assumed that the fading processes do not sub- 1 M
stantially change over the duration of a symbol and hence the p=— Z di(m)r(m). (12b)
time dependences of the fading processes have been dropped. M m=1
The received vector has been scaledy®P; 7. and, as a re- The nature of the resulting tap weight vector depends on how
sult, the noise component of the received vector has a covariaf€ fading channel is characterized.
matrix given byE[n(m)n' (m)] = 21 wherel is an identity
matrix ando? = N/(E,/N,). Also the carrier phase, has B. Adaptive MMSE Receivers in Flat Fading Channels
been absc_)rbec_i into the fading prpcessmg,_(t), v_wthout loss Consider first, a flat Rayleigh fading channel model. In that
of generality. Finally, the left and right acyclic shifted code VeCiace (10) reduces to
tors have been introducéd. '

In order to write this in a more compact form, defifig(l) = r(m) = di(m)yi(m) e +7(m). (13)
{r: Ly , =1}, and let

The sample steering vector then takes the form

By . R M M
hi, (m) = E \[ 5 Yk, r(m)ey (b,
A(m) Py oM (i, o) p=c <—1 Z fyl(m)> + —]\14 Z di(m)r(m). (14)

rEAy (l) M

m=1 m=1

+ Z \/ P;,” Ve, r(M)ex (NI = pa, ). Since#(m) has no terms containing, (m), the second term
rCAL(1-1) : represents noise due to a finite observation interval. The first
(8) termisthe desired part. Neglecting the second term, the steering
vector can be written gg= ¢;7, , wherevy, represents the time

Then average of the fading process over the window of observation.
K Lk, maxtl Two extreme cases are considered here. The first we refer to

r(m) = Z di(m — Dhy,(m) +n(m) (9) as the (very) slow fading model. In the slow fading model, it
k=1 =0 is assumed that the fading rate is so slow that the fading pro-

where L, wmax is the maximum value (with respect i that C€SS€S remain essentially unchanged over the entire observation
Ly, takes on. If we assume that the delay spread of the chanfldow of A bits. In this case, the steering vector becomes
is less than one symbol interval (i.ey, . < T, Vr), then P = €17. The MMSE receiver forms

L1 max = 0 and the received vector can be written as 2(m) = wH,,,(m)

r(m) = di(m)hy o(m) + di(m — Dhy 1 (m) +#(m) (10) =7iel R'r(m)

_ 2 Tp—1 ~
where the first term represents the desired signal, the second =dim)nl e B e +n(m) (15)

term is intersymbol interference (ISI), arn) is the combi- wheresni(m) is the residual MAI plus noise out of the MMSE

nation of multiple access interference and noise. filter. Note that the unknown phase on the desired signal induced
by the Rayleigh fading has been automatically accounted for by
A. Adaptive Implementations of the MMSE Receiver the steering vector.

In practice, the true MMSE receiver cannot be implemented In the other extreme, which we refer to as (very) fast fading,
because the ideal forms of the autocorrelation and steering vt behavior of the receiver is not as pleasant. In the fast fading
tors are not known to the receiver. Various adaptive algorithrfizodel, we assume that the fading rate is sufficiently high that the
to recursively update the filter tap weights are used, the mdaeling processes go through many cycles during the window of
common of which are the least mean squares (LMS) and the @gservation. Quantitatively, we are assumiigfpZ, > 1. In
cursive least squares (RLS) algorithm. In order to explain sorfés case, the time average of the fading process over the window
important behaviors of these adaptive approximations to taéobservation is essentially zero. This results in the degenerate
MMSE receiver, consider a block least squares approach, whéi@ering vectorp = 0 and hence the receiver is useless since

the tap weight vector for a block dff bit intervals is calculated w = 0. Note that the fading rate does not have to be particularly
according to high for this scenario to occur if the observation window is long.
Several modifications to the basic MMSE receiver have been
proposed to avoid the problem outlined above. One option is
to use the blind minimum output energy (MOE) receiver of [6]
' ' which essentially uses a tap weight vectowof= R~ '¢,. That
A ¢ = (c1, 2., en)T, andp is an integer, the™(pT.) = s the steering vector is taken to pe= ¢;. Since this does not
(0,0,...,0,¢1, ¢z, ..., cn—p)T. Also if p is an integer and € [0, 1), . . . . .
thene?((p+8)T,) = (1— 8)cX(pT, ) +8¢%((p+1)T,). Similar definitions 2CCOUNt for the phase on the desired S|gn_al, differential detection
apply forer, is necessary on the output of the MOE filter. Other approaches

M
@ = argmin Y _ |di(m) — whrm) =R 'p  (11)

m=1
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require an estimate of the fading process for the desired usetarthe same basic receiver. That is, they try to adaptively ap-
one form or another. proximate a receiver which generates a tap weight vector ac-
Barbosa and Miller [7], [8] used an explicit linear predictiveording tor «« R~'¢;. With differential detection, the constant
channel estimator to remove the phase of the fading procesgroportionality does not affect the performance. In this paper
of the desired user from the received signal before passingvié will not focus on the implementation differences of these
through the MMSE filter. In other words, 16t () be the phase various approaches, but rather focus on the performance of the
of the fading process of the desired user. The modified receimsic MMSE receiver and how it changes as a result of the as-
in [7], [8] forms y(m) = /% ("™)¢(m) and usey(m) as the sumptions on the speed of the fading processes. This is studied
input to the MMSE filter. The sample autocorrelation matrix ithrough the two extreme cases described previously as the slow
clearly unchanged singgm)y*’ (m) = r(m)r(m). The new and fast fading models.
sample steering vector works out to pe= |v;(m)|e;. Hence  To this point, discussion has focused on how the different
the MMSE tap weight vector in this case is the same as in tfeing models affect the steering vector. Essentially the result

MOE receiver (to within a constant of proportionality). can be summarized as follows:
Given knowledge of the desired user’s fadingm), another
approach is to incorporate that knowledge into the error signal p = Eldi(m)r(m)] = E[v(m)e]. (20)
and redefine the error as For the slow fading modeky; (m) is treated as a fixed con-
(m) = dy(m) v (m) — whe(m). (16) stant, resulting ip = 1 (m)ey, while for the fast fading model,

~1(m) is treated as a zero-mean complex Gaussian random vari-
This approach has been considered in [9]. Keeping to the blgdle, resulting inp = 0. This led to the need of the modified
least squares approach the MMSE tap weights in this case MMSE structures which forcg ¢, in the fast fading case. In
comew = R~'p, whereR is the sample autocorrelation matrixthe performance analysis which follows, the effect of the fading

as before, but now model on the autocorrelation matrix will also need to be consid-
ered and itis treated in a similar manner. In fact, it is this differ-

Z dt(m m)r(m) Z Iy (m ~ence inthe form of tr_\is matrix as afunction of the channel model

— — which produces a difference in performance for the MMSE re-

(17) ceivers.

In this case, the steering vector is proportionattsegardless C. MMSE Receivers in Frequency-Selective Fading Channels

of the fade rate. Under the slow fading assumptjpim) = Before moving on to the performance analysis, we first

[v1(m)|?e; while for the fast fading casep = |y1]%c1 = ¢1.  present a few possible extensions to the MMSE receiver for
Several papers (e.g., [10], [17]) have appeared recently usfagquency-selective fading channels. For the slow fading case,
this idea to develop modified MMSE receivers and the resultinge MMSE tap weights are given hy(m) = R~ *(m)p(m)

adaptive algorithms we will refer to as differential least squargghere [from (10) treating all the;, - as fixed constants]
(DLS). Similar to what is done with standard differential de-

tection of PSK, the output of the MMSE filter can be used to p(m) =hy,o(m) (21a)
give a rough estimate of the combinatidy(m )y, (m) required R(m) =hy o(m)hi’ o(m) + hy, 1 (m)R{ | (m)
by (17). To see this, note that the output of the MMSE filter 1 R(m) (21b)

[with the modified definition of error in (16)] can be given by . o
z(m) = di(m)v(m) (neglecting residual MAI and noise). R(m) :E[T(m)T (m)]
Hence by forming K Li,maxtl
= Z Z hi, i(m)hy ((m) + 1. (21c)
by (m)z(m — 1) = b (m)di(m — D)y (m — 1)

=di(m)y(m — 1) For the fast fading model
~ dl (m)’yl (m) (18) p= 0 (22)
we get an expression that is available to the receiver which canR = Ry....
be used as an approximationdgsn)~; (m) for the purposes of K Li max+l
forming a steering vector. That is, in DLS we form the steering Z Z [hk ! hk (m )} + 02T
vector according to k=1 1=0
M K P
o 1 * * — Z Z b — Mk 7*)C£T(NTC — Mk r)
P=r 7;:1 bl (m)z* (m — L)r(m). (29) L [
o R” 2
The point of the above discussion is that the various modi- Tt (“k re. (i, ”)} +otL (23)

3Note that this case produces a receiver filter which is equivalent to the M3Bat €nd, we consider eXtenS!Ons of the same sort of approaches
receiver. that were used in the flat fading case.
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In the following, this filter is referred to as the multiple filter
z(m) = wiir(m) =" MOE receiver. This technique isolates each path of the desired
oy USen which is appropriate for noncoherent combining. Note that
>l (m) = whr(m) ~=»
2 -T2

>z maximal ratio combining of the filter outputs in this case is not
-> S’J:’;;l?s o ‘ equivalent to the coherent MMSE filter.
o IV. PERFORMANCEANALYSIS OF MMSE RECEIVERS IN A
-—*l zg(m) = wlir(m) Lo FREQUENCY-SELECTIVE FADING CHANNEL
multiple In this section, we present a performance analysis of the

filters

MMSE receiver in a slow frequency-selective fading channel.

7, (m) \ R D Y Given the form of the received vector in (10), the output of the
n S [ MMSE filter then becomes
M.‘ ¥y = Relzy(m)zy(m—1)] | V2 z(m) = vod1(m) + vidi(m — 1) + a(m) (28)

z Py ] o

wherev; = w(m)hy ;(m) anda(m) = wh (m)#(m) is the
residual MAI plus noise at the output of the MMSE filter. Note
the form of the tap weight vector is specified by the autocorre-
lation matrix and steering vector given in (21).

Differential Let ¢ be the vector containing all the signal parameters (i.e.,
Detectors amplitude, phase, timing) of each path of each user’s signal. The

probability of error for a differential detector, conditioned on
Fig. 1. Multiple filter receivers with equal gain differential combining. knowing g, is given by

Ea‘z(—'"-)-|yQ = Relzg(m)zy(m- D] |20

2 2
Suppose we were able to somehow externally track the fading, :% exp<_M) + % exp<_w)

processes for all paths of the desired user only (i.e.nthe ? ?

are known). Then the steering vector of (21a) can be formed 41 {1 B Q(M M) 4 Q(M M)}
explicitly according to (8). In doing so we could form a modified 4 g G 5 g '
MMSE receiver for the fast fading channel which uses as tap (29)

weights,w(m) = Rl ki o. This will be referred to as the

fast single filter MMSE receiver. Another approach would b&he quantity52, is the variance of the residual noise plus MAI
to create a separate filter for each path of the desired user. Téen and can be written as

general structure is illustrated in Fig. 1. Specifically, we can

create); MMSE filters with the modified error signals 52 :E[|ﬁ(m)|2
H ~ ~H
_ H =w" (m)B[r(m)r" (m)] w(m)
calm) = dulm)m,lm) =g (mjrm)— 249 — () Rmyw(om)
which results in the MMSE tap weight vectors given by =p (m)R™" (m)R(m) R~ (m)p(m). (30)
w, = R‘lc{""(m, a)- (25) The conditional probability of error given in (29) is found using

general formulas for Rician variates found in [18] and is based
This filter is referred to as the multiple filter modified MMSEonN approximating the residual noise plus MAI out of the MMSE
receiver. Note that maximal ratio combining of the filter outputfilter as a Gaussian random variable. This Gaussian approxi-
is equivalent to a single coherent MMSE filter. For the MOnation generally turns out to be quite good for the MMSE re-

approach, theth filter's tap weights are decomposed as ceiver [19] and is commonly used in the analysis of matched
filter based CDMA systems as well, even though the approxi-
wy = (o) + %y, g=1,2,..., (26) mation is not as good in that case.

The average probability of error can be found by evaluating
wherez, is chosen to minimize the variance of the output d29) for several realizations @f and then taking a sample av-
thegth filter subject to the constraint thay, is orthogonal to an erage of the result. Unfortunately, this averaging must be per-
“anchor” vector or subspace [6], [12]. In this case, the anchtarmed over many realizations gfin order to obtain accurate
can be eitheef* (11 ) or the subspace spanned by all of theesults. This problem can be circumvented by neglecting the ISI
cf(p1,q), (i, zCr = 0). The former approach gives thetermin (29). For typical delay spreads, the contribution of ISI to
multiple filter modified MMSE receiver specified in (25) whilethe output MSE is quite small, so we assume thalt > |v1].

the latter constraint leads to the solution “Marcum’sQ-function is defined as

~ ~ —1 o ,'172 02
w, = RO (CHETCr)  Cheln,,). (@) Qo 9= [T oo (=T ) (o an
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Takingw; to be zero, (29) reduces to the analytically more comealizations. That is, la;, ¢ = 1, 2, ..., S be independently
venient forns generated realizations §f Then
1 |Uo|2 S
P,=2 exp<— — . (31) ro 1
9 2 o2 Pe, = E ; Pp,|;17. (36)

At this point, we note thaty = p"(m)R™'(m)p(m). Using _ _

the expression in (10) (and neglecting the middle term whidk€r€4 %3, IS evaluated according to (35). It seems that about
will contribute the insignificant 1SI) together with the matrix® = 100 samples is engugh to give an accurate approxmauon
inversion lemma it can be shown that to the average probability of error for the examples considered.

) Before turning attention to fast fading channels, we consider
o p I (m)R1(m)p(m) briefly the special case when the channel is frequency nonse-
o7 + pH(m)R-(m)p(m) lective (i.e., flat fading). In that case, there is a single path for
all users ;. = 1). As a result, the matriy is just the scalar,
Furthermore, the expression f6f can be simplified to 1, and the matrixC' r becomes the column vector consisting of
the code sequence of the desired ueerlJsing these simplifi-

(32)

H p—1
52— PR (mpm) (33) cations, the error probability conditioned gmeduces to
(1 +pH (m)R=1 (m)p(m))? .
As aresult of the two simplifications presented in (32) and (33), Pog = ZJrZCfI—R—lcl (37)

the error probability conditioned apbecomes
In both (35) and (37), the expression #given in (21c) should

1 =
Foq = 5 €XP (—PHR lp) be used.
1 H os1 To analyze the single filter MMSE in a fast frequency-selec-
= QeXP(—hl,oR hl,O) tive environment, the results developed in Section Ill can be
1 P used with a minor modification. Equation (35) can still be used
TP (_9 PCRrE™CrP, 9) (34)  to calculate the probability of error conditioned on the param-
h eter vectorg, however the form of the matriR must now be
where replaced with
9=l 72 o mal’s R= R,
P:diag<\/P171/P1,\/PLQ/Pl,..., P17Q1/P1> K Qg Pk,r . T
V =3y [ck (NT, — pe.)e" (NT, — pugo 2)
1
and k=2 r=1
T
Cr=[c"(u.1), ..., X (p.0.)] . + B, el (,ik,,,)} 40T (38)

As mentioned before, the average probability of error is theqbte that this expression is identical to that in (23) except the
found by averaging the above expression over the distributiaggver limit of the outer sum has been changed to remove the
of the random quantities ig. Since most of the random quan-contribution from the desired user. The performance analysis of

tities are in the terni?2~*, it seems unlikely that an analyticalthe multiple filter receivers is rather lengthy and is delegated to
form for the average probability of error can be found. Howhe Appendix.

ever, averaging over the complex Gaussian random vegadtor

straightforward. Hence, we yvrit@ = [g, qT].T, whereq con- V. NUMERICAL RESULTS
tains all the unknown quantities corresponding to the interfering ] .
users. Then The performance of the various receiver structures presented
} in Section Il are next evaluated according to the equations de-
P =FEq [% exp(—gHPCER_lcRPg)} rived in Section IV. In summary, we consider the performance
1 of the following four different receiver structure/channel model

(35) combinations.

 MMSE single filter receiver in slow fadirgThis is the
Fortunately, most of the variations in (34) are due to the ran- ideal MMSE receiver where the autocorrelation matrix
domness irg and not due to the randomnessgnHence, by and steering vector are given by (21).

randomly selecting values for the componentg,afe can get a * MMSE single filter receiver in fast fadirgln this case
good estimate of the average probability of error. We have taken the tap weights are given hy(m) = R;aithL 0, Where

a semi-analytical approach to evaluating the average probability the steering vectas(m) = hy o(m) is formed explicitly

of error by evaluating (35) for several different realizations of  according to (8) using knowledge of the channel fading
the random vectog§ and then taking a sample average of those  processes for the desired user. The autocorrelation matrix

s Lo . R = Ry, is given in (23).
The approximation in (31) has been numerically compared to the exact ex- Multiple fil MOE . in f fadine-This is th
pression in (29) and found to be in close agreement provided that the delay * Multiple filter receiver In fast fading-This Is the

spread of the channel is small compared to a bit interval. structure depicted in Fig. 1 where the tap weights for each

" 2det(I + PCLR-1CLP)’
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Bit Error Rate
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: v 10* 1 + = MMSE (single filter), slow
* : : 1 o = MMSE (single filter), fast
. 0.2 ; " ---| x = multiple filter, fast
o2t ; |* =Matched Filter 1" solid = modified MMSE
g®*t o = MMSE : T B dashed = minimum variance
o ® ¢ : . ({\z/t[s;/[%%mg) - : : * = matched filter, RAKE
Lo @ i . = B - L
m e . L . : (slow fading) o 5 10 15 20 25 30
0 5 10 15 20 25 30 K, Users
K, Users Fig. 3. Bit-error rate of the various MMSE receivers and the matched filter

receiver with equal gain combining on a frequency-selective fading channel;

Fig. 2. Bit-error rate of the MMSE and MF on a flat fading channelZ/No = 15 dB, N = 31 (Gold codes), two-path (equal strength) Rayliegh
E, /N, = 17 dB, N = 31 (Gold codes), Rayleigh fading channel fading channel, log-normally distributed interference power with 1.5-dB

log-normally distributed interference power with 1.5-dB standard deviation.

Numerical results are presented for four different environmen

standard deviation.

filter are chosen according to (27). Equal gain differentia
combing is used as illustrated in Fig. 1. p
Multiple filter modified MMSE receiver in fast N
fading—This is the structure depicted in Fig. 1 where the " L
tap weights for each filter are chosen according to (25
Again, equal gain differential combing is used.
Conventional (RAKE) receiverThis is the classical
RAKE receiver with equal weight differential combining.
This receiver can be formulated using the structur
in Fig. 1 with the tap weights chosen according tc 107k

Wy = c{z(ﬂl,q)-

te

Bit Error Ra

+ = MMSE (single filter), slow
] o=MMSE (single filter), fast
=1 x = multiple filter, fast
solid = modified MMSE

...................... dashed = minimum variance

P : _* = matched filter, RAKE

to demonstrate how the performance of the various receive ' o 5 10 15 20 25 30
vary according to different channel conditions. The cases pr K Users
sented are as follows.

Fig. 4. Bit-error rate of the various MMSE receivers and the matched filter

* Flat Rayleigh Fading (Fig. 2)-In this case the single yeceiver with equal gain combining on a frequency-selective fading channel;

and multiple filter MMSE receivers for fast fading are theg, /N, = 15 dB, N = 31 (Gold codes), four-path (equal strength) Rayliegh
same thing, so only three curves are presented. The fﬂg_ing chanr]el_, log-normally distributed interference power with 1.5-dB

. . . . standard deviation.
ceived power from each interfering user is taken to be
a log-normally distributed random variable whose mean
(long term) is the same as the desired signal and whose of Fig. 3 except now the standard deviation of the log-nor-
standard deviation is 1.5 dB. Instantaneous values of the mally distributed interference powers has been increased
received powers vary due to the fading processes. from 1.5 dB to 8 dB. While the former value might be
Two-Path  Frequency-Selective  Rayleigh  Fading  typical of closed loop power control, the latter is chosen
(Fig. 3—This is the same environment as in Fig. 2  to represent open loop power control.
except each user’s signal is now received via a two-pathThe main conclusion to be drawn from the results displayed
fading channel. The value for the energy per bit quoted iis Figs. 2-5 deals with the difference between the performance
the total energy received on both paths which is equalbf the various MMSE structures in the flat fading and frequency-
distributed between the two paths. The delay between tbelective environments. In Fig. 2 it is seen that in a flat fading
two paths is a random variable uniformly distributed overhannel, there is little performance difference for the MMSE
the interval [1, 6) chips. receiver structures in the fast and slow fading channel models.
Four-Path  Frequency-Selective  Rayleigh  Fadingiowever, Figs. 3—5 demonstrate that the MMSE receivers which
(Fig. 4—This is the same environment as in Fig. have been modified for the fast fading environment degrade sub-
except there are now four equal strength paths insteadstédintially in the presence of fast multipath fading. The results for
two. the four-path model in Fig. 4 show that the degradation is more
Two-Path Frequency-Selective Rayleigh Fading witbevere as the signal energy is distributed among more paths.
Near—Far Effect (Fig. 53This is the same environmentSome other observations are as follows.
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Fig. 5. Bit-error rate of the various MMSE receivers and the matched filtey, - T2l g
receiver with equal gain combining on a frequency-selective fading channi ™ T, T 1
E,/No = 15 dB, N = 31 (Gold codes), two-path (equal strength) Rayliegh bit interval for second path of user &
fading channel, log-normally distributed interference power with 8-dB standa I |
deviation.

T2

» For the MMSE receiver in slow fading, the presence of . _ . .
ig. 6. Timing configurations for an example two-path frequency-selective

frequency selectivity provides a substantial increase in tE nnel. (a) Two-dimensional interference space per user. (b)
capacity of the system. This is due to the fact that thehree-dimensional interference space per user.

MMSE receiver can suppress a substantial amount of the
MAI, even when the system is heavily loaded. The fadingarticular, the MMSE receiver adjusts its weights to suppress
then becomes the dominant error mechanism and henge vectorghy, ;forl = 0, ..., Ly max + 1. Naturally, the re-

the diversity provided by the frequency-selective channggiver can only do this if it has (implicit) knowledge bf, ;.

is very beneficial. From (8), it is clear that this requires knowledge{ef, .-}, the
There is only a small difference in performance betweggding coefficients of each path for each user. If the fading is too
the single filter and multiple filter MMSE structures inrapid to track, the receiver must treat the, ..} as unknowns. In

a fast fading channel. Furthermore, the single filter aphat case, the contribution from each user to the received vector
proach is less complex. is better viewed in the form

All of the MMSE results showed robustness to a near-far o

environment, even in a frequency-selective environmeny, _

whereas the RAKE filter degraded rapidly, as expected.rk(m) N Z Yoo (m)ldi(m = L. = D, LANT: = i)

r=1

+ dp(m — Ly v )ew, r(pk, )] (40)

The difference in performance of the MMSE receiver iNV'th_tbOthc.lkE]T)tand%” being ;J\?Tknown,the MQASE must ad-
selective and nonselective fading channels can be explaifdd ' Welghts to suppress, 1 (NT. — ik, r) andex, r(un. r)

heuristically using a “dimensionality” argument. Consider th2 er: R fo’“' Tgus, Ehe MMSE mﬂt:;t use,up atls ][nqny as
contribution of usek to the received vector given by (9) Qx degrees of freedom to suppress USErs intertering

signal. If @3, = 1 (flat fading), then the dimensionality of the

VI. DISCUSSION

Lk maxtl interference is the same (equal to 2) regardless of whether the
m(m)= > di(m—Dhz(m). (39)  fading channel coefficient is known or unknown. On the other
=0 hand, ifQ; > 1, the dimensionality of the interfering signal is

Recall thatLy max = |7 o, /Ts]. If the delay spread of the higher when the fading channel coefficients are unknown. For
channelis small compared to the bit interval (but not necessarthe example shown in Fig. $» = 2, and so for the known
small compared to the chip interval) then the quaniify...x channel case each interfering signal typically spans a two di-
will be equal to 0 most of the time and occasionally equal to inensional space. WitV degrees of freedom, the MMSE re-
Hence the dimensionality of the contribution from #té user ceiver can then suppress rougi¥y2 strong interfering signals.

is only 2, or sometimes 3 as illustrated in Fig. 6. This is indé&n the other hand, when the channel is unknown, each inter-
pendent of the number of paths present. The MMSE receiver li@gng signal spans a four dimensional space. Thus the MMSE
essentiallyN degrees of freedom which it can use to suppressceiver can suppress roughly/4 strong interferers. Hence,
the strong interference components, and hence it must usually expect the capacity in the known channel case to be roughly
use up only 2 degrees of freedom per each interfering user, @ice the capacity when the channel is unknown. This seems to
gardless of the number of resolvable paths in the channel.de consistent with the results in Fig. 3.
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The above argument is intended to be only a crude explarf@ make the analysis simpler, the I1SI terms are neglected and
tion for the results shown in Figs. 2-5. In fact, that argumettie case where two consecutive transmitted bits are patfs
applies to a zero-forcing (e.g., decorrelator) type of a receivegnsidered so that
rather than an MMSE receiver. If the interfering components
are all strong, then the preceding argument also applies to the zg(m) = wl by o(m) + fg(m). (A.4)
MMSE receiver. However, if some of the multipath components -
are weak, then the capacity reduction due to the frequency §@nditioned ondy (m) = di(m — 1) = 1, the probability of
lectivity of the channel will not be as severe. It should be notédor is given by
that a similar explanation was given in [17], although no analyt-
ical results were presented there. Pr(errofdi(m) = di(m — 1) = 1)

In this paper we have demonstrated through analytical means =Pr(D < 0) =Pr(z" 4z <0). (A.5)
the inability of adaptive implementations of MMSE receivers ] ) )
to perform up to the potential promised by the ideal MMSHkVe define the moment generating functionief as
receiver in fast frequency-selective fading channels. It is not _sD
our intention here to simulate the performance of various Mp(s) = E[e ] ’ (A.6)

adaptlve implementations, rather.that has been done in a “Re error probability can then be written in terms of the residues
panion paper [16]. In that paper, it is seen that all the adaptiv

implementations known at this point start to degrade at fairﬂfthe moment generating function in the right half plane

low vehicle speeds in frequency-selective channels. One way to Mp(s)
achieve the performance promised by the ideal MMSE receivBE(error|di(m) = di(m—1) =1) = — > ReS{T} :
is to explicitly track the channel parameters of all users and then RAP
form the autocorrelation matrix and steering vectors directly
according to (21). This has been done in [20] and [21], f .
example, but leads to a very complicated multi-user receiv(g{gct:g;;e)?sf ;hgggizglceﬂ;gk?% L:f’ns'ar;;igdg;nr#;?::sf esr,]_the
Also, forming the tap weights for the MMSE receiver directly . . 9 ' ' 9

L I . rating function can be expressed as
sacrifices the robustness of the adaptive implementations. The

(A.7)

receiver will now be more sensitive to synchronization errors, O
narrowband interference, etc. In our opinion, further work is A7, (s) = [det(T 4 sA®.)] ™ = H (14sX)""  (A8)
needed to develop adaptive algorithms which can better track el

rapidly fading environments.
where®. = E[zz"|d;(m) = di(m — 1) = 1], and the\; are
APPENDIX the eigenvalues of the matriA® .. Assuming that the eigen-
values are all distinct, the moment generating function consists

The performance analysis of the multiple filter receivegs ) simple poles, and the required residues are easily calcu-
shown in Fig. 1 is sketched in this appendix. The starting poipkeq The resulting error probability is then
of this analysis is the received vector as given in (9), (10) which

is repeated here A
p Pr(error|di(m) =di(m—1)=1) = E : H PV
J

K Lt max+1 i A <0 j#i "
r(m) = Z Z dr(m — DYy, i(m) + n(m) (A.9)
k=1 =0 It is noted that the probability of error will be the same regard-

=di(m)hy, o(m) + di(m—1)hy 1(m)+7(m). (A.1) less of the sequence of data symbols assumed, hence (A.9) rep-
resents the probability of error (unconditioned) for the multiple

This signal is then passed through a number of filters (one f@fer trycture with equal gain differential combining. The auto-
each path of the received signal) resulting in the output signgl3 e |ation matrix required to calculate this expression is given

2g(m) = v gdy(m) + vy gdi(m — 1) + fig(m)  (A.2) in block matrix form by

wherev; , = wl'hy ;(m) andn,(m) = wl#(m). These out- $ |5+t + WHw S+Q,
puts of the filters are then differentially combined to form the y S+ Qf S+Q, + 2WHiw
ultimate decision statistic (A.10a)
Q1
D =" Relz,(m)z;(m —1)] = 2" Az (A.3a) Where
=1
! W =[w, wo, ..., wo,] (A.10b)
where s .
S=w E[hlyohlyo} w (A.10¢)
z=[zn1(m), zo(m), ..., 2g,(m), . K Dnomt
zi(m—1), 22(m—1), ..., 2g,(m—1)]"  (A.3b) Q, = Z Z wWHE [hk,lh;f[,zfi} w,
a=1|01 (A3c) k=2 =0
211 0 ' t=0, 1. (A.10d)
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The expected values indicated in the above expressions works]

out to be
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X. Wang and H. V. Poor, “Blind equalization and multiuser detection
in dispersive CDMA channels,[EEE Trans. Communvol. 46, pp.
91-103, Jan. 1998.

P [14] M. Latva-aho, “Advanced receivers for wideband CDMA systems,” Fac-
H] k,r» R RrRT ulty of Technol., Univ. of Oulu, 1998.
E [hku thy, l} = > ey (te,r)er; (i, ) [15] S.L. Miller, M. L. Honig, M. J. Shensa, and L. B. Milstein, “MMSE re-
reAL () ception of DS-CDMA for frequency-selective fading channelsPioc.
P 1997 Int. Symp. Information Theory
+ Z k1 ci‘ (NTc — [k 1,) [16] M. L. Honig, S. L. Miller, M. J. Shensa, and L. B. Milstein, “Perfor-
ATl 1 ’ mance of adaptive interference suppression for DS-CDMA in the pres-
’ET #(I=1) ence of dynamic fading,” IEEE Trans. Commun., to be published.
L 17] L.J.Zhu and U. Madhow, “Adaptive interference suppression for direct
ek (NT. — ., » Alla) | ; “Adapth ; ppress
K ( jD o, v) ( ) sequence CDMA over severely time-varying channels Piac. 1997
H _ k,r L _ GLOBECOM pp. 917-922.
E [hk: lhk, 171} - | Ck (NTC /“L’W’) [18] M. Schwarz, W. R. Bennet, and S. Ste@pmmunication Systems and
reAL(I-1) Techniques New York: McGraw-Hill, 1966.
RT [19] H. V. Poor and S. Verdu , “Probability of error in MMSE multiuser de-
* Cy (Nk, 1‘)- (A.11b) tection,”|IEEE Trans. Communvol. 43, pp. 858-871, May 1997.

[20]

The results of this analysis hold regardless of the specific choice
of the filters used, as long as the values of the filters do nof1]
depend on the values of the fading processes on each of the

paths. Three different forms will be considered in this work.

The first is the MOE filters specified in (27) in which cadé =
R 'Cr(CLRCRr)~1C%CR. We also consider the modified
MMSE filters specified by (25) so th&# = R~'Cg. Finally
to put the results of these adaptive filters in a proper context,
also consider the conventional matched filter approach wher
w, = cf(p1,,) and hencd¥ = Cr. The value ofR = Ry,
specified by (23) is used to generate the numerical results
the fast fading channel.
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