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Resource Allocation for Multiple Classes of
DS-CDMA Traffic

Joon Bae Kim Student Member, IEEEBnd Michael L. HonigFellow, IEEE

~ Abstract—We consider a packet data direct-sequence code-di- processing gain [2], number of codes [3], and modulation format
vision multiple-access (DS-CDMA) system which supports inte- [4]. Here, we assume that the chip rate, number of spreading
grated services. The services are partitioned into different traffic codes. and modulation format are fixed for all users. The infor-

classes according to information rate (bandwidth) and quality of . . . . .
service (QoS) requirements. Given sufficient bandwidth, QoS re- mation rate is then determined by the selection of processing

quirements can be satisfied by an appropriate assignment of trans- gain. By fixing the chip rate, all sources are spread across the
mitted power and processing gain to users in each class. The effectentire available bandwidth, which enhances the advantages of

of this assignment is analyzed for both a single class of data usersgpread-spectrum signaling/CDMA (i.e., resistance to fading and
and two classes of voice and data users. For a single class of data}nterference and increased trunking efficiency).

users, we examine the relationship between average delay and pro- . . -
cessing gain, assuming that ARQ with forward error correction is The quality of service (QoS) in DS-CDMA can be controlled

used to guarantee reliability. The only channel impairment consid- By an appropriate selection of transmitted power and processing
ered is interference, which is modeled as Gaussian noise. A fixedgain. The idea of assigning different transmitted powers to
user population is assumed and two models for generation of data achieve different QoS's in DS-CDMA was proposed in [5].
packets are considered: 1) each user generates a new packet agjare e also consider how the choice of processing gain affects

soon as the preceding packet is successfully delivered and 2) eacll2 s. S ificallv. th . L ied by ch .
user generates packets according to a Poisson process. In each cas J0>. opeciiically, the processing gain IS varied by changing

the packets enter a buffer which is emptied at the symbol rate. the symbol duration. Doubling the processing gain doubles
For the second traffic model, lowering the processing gain below the symbol duration (i.e., halves the symbol rate). For data,
a threshold can produce multiple operating points, one of which decreasing the symbol rate can actually increase throughput.
corresponds to infinite delay. The choice of processing gain which This is because increasing the processing gain increases the

minimizes average delay in that case is the smallest processing gain ived si -to-interf | . tio (SINR d
atwhich multiple operating points are avoided. Two classes of users '€C€ived  signal-to-interference plus noise-ratio ( ) an

(voice/data and two data classes) are then considered. Numericaltherefore decreases the probability of retransmission. Other
examples are presented which illustrate the increase in the two-di- ways to vary QoS, which we do not consider here, are to use

mensional (2-D) capacity region achievable by optimizing the as- different coding/decoding and detection schemes that vary in
sighment of powers and processing gains to each class.

complexity.
Index Terms—DS-CDMA, integrated voice and data, power con- We assume that each user generates a sequence of
trol, resource allocation. fixed-length packets, and reliability of data communica-
tions is guaranteed through error detection and retransmission
I. INTRODUCTION (ARQ). The model considered along with some of the results

reported here were presented in [6] and [7]. User traffic is
F UTURE wireless services are likely to integrate differergaytitioned into different classes (e.g., voice, low-priority data,
types of traffic, such as voice, data, image, and compressggy high-priority data), each of which requires a particular
video. Because these traffic streams have different requiremegtgrmation rate and QoS. Traffic characteristics (i.e., packet
on information rate and performaqce, allocation of scarce Iganeration rates and packet lengths) and system parameters,
sources, such as power and bandwidth, among the wireless Uggts, as desired QoS, processing gain, and modulation format,
can have a significant effect on system capacity. In this papgfe the same for all users in each class. However, these may
we consider a particular class of resource allocation problegger from class to class.
associated with direct-sequence code-division multiple accesgpe general problem we wish to address is how to assign
(DS-CDMA). ) ) _ _ powers and processing gains to different classes of traffic so as
There are many ways in which the information rate and p&g maximize capacity (number of users that can be supported),
formance associated with different traffic streams can be Clven rate and QoS constraints. An equivalent problem is to
trolled in DS-CDMA. For example, a particular information ratgnaximize information rate (or the information rate region) given
can be achieved through an appropriate choice of chip rate [3}ixed number of users in each class. The performance (QoS)
measures we consider for data traffic are average delay and the

. . . _ robability that the delay exceeds a given threshold. For voice
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Fig. 1. Parameter selections for multirate/multi-QoS DS-CDMA.

with all users is constant for all users (i.e., perfect powénumber of chips per symbol). In this way, all sources are mul-
control). The user population is fixed, and we consider twtiplexed onto the same wideband channel, which maximizes
traffic models: 1) each user generates a new packet as sootrasking efficiency and frequency diversity.
the previous packet has been successfully delivered and 2) each block diagram which illustrates the selection of parameters
user generates packets according to a Poisson process. Iruges to control the information rate and QoS is shown in Fig. 1.
latter case, the packets enter a buffer, which is emptied at thach source generates a sequence of fixed-length packets of
symbol rate. The choice of processing gain therefore affetémgth symbols, wherd. depends on the source. The packets
the activity factor (expected busy period) for each user, whigenerated by each source enter a buffer after error control
in turn affects the SINR for all users. It is shown that loweringoding. The buffer contents are then converted to a DS-CDMA
the processing gain below a threshold can produce multigignal at the symbol rat&./N, whereR, is the chip rate and
operating points, one of which corresponds to infinite delay is the processing gain, which is being varied. Since the chip
The choice of processing gain which minimizes average deleate (spread bandwidth) is fixed, the processing gain (number
in this case is the smallest processing gain at which multiphé chips per symbol) determines tlsgmbol duration If the
operating points are avoided. packet arrival rate is\, then the processing gain should be
We then consider two classes of users and solve for the “ce larger thank./(AL). Otherwise, the rate at which packets
pacity region,” subject to constraints on the QoS for each élasatrive to the buffer exceeds the rate at which the buffer is
A “QoS region” for a fixed number of users is also characteemptied (even without retransmissions).
ized, which shows the maximum achievable QoS for users inAfter despreading and decoding the received packet, the
one class given a QoS for users in the other class. receiver (base station) may request the transmitter (user) to
In the next section, we describe our approach to providimgtransmit the packet if it contains errors (dashed part of Fig. 1).
multirate/multi-QoS services with DS-CDMA. In Section IIl,This is necessary for error-sensitive (data) applications, but
we present the traffic and system model, and in Section IV, wieay be undesirable for voice due to the additional associated
analyze a single class of data users. Sections V and VI thaglay. The QoS, which may be specified in terms of error
presents results for two classes of voice and data users, andtate, throughput, and/or delay can be controlled through the

different classes of data users. selection of processing gaiN, transmitted powe#’, and the
number of spreading codes (as a form of diversity). Here, we
[l. M ULTIRATE/MULTI-Q0S DS-CDMA will assume that each user is assigned only one spreading code.

- For example, the choice @¥ significantly affects packet delay
tirat . h diff t 00S . s in th tué's well as the information rate. That is, reduciig(which
I;aDessglr:\)/ll\(/l:iS\\;v\ll f eren t%o requwe;nt;n ? int elcon ﬁé&creases the symbol duration) reduces the packet transmission
or B> - Ve Tocus on Iné reverse fink of a SINgle Cell e 1t also decreases the SINR, which increases the proba-
n Wh'Ch multiple qsynchronoqs mobile subs_crlbers transmit [)(?Iity of retransmission. Therefore, selection@fcontrols the
a_zltr;]gl_e base stagotn. k-)r hThCh'p ratef(or e”quwalently, tr:jetﬁaq adeoff between transmission time and retransmission rate. Of
Wi ).'S assumed 1o be the same for afl sources, and the J:.%'urse, the SINR can be improved by increasing the transmitted
formation rate is determined by selecting the processing g?waerP, but this increases interference to other users. Here,

we examine performance (e.g., error rate and average delay) as
1The capacity region shows the maximum number of users in one classgfynction of bothV andP.

a function of the number of users in the other class. This capacity region is di h .. he choi f .
analogous to, but not the same as, the capacity region in multiuser Shannoi?€P€NdINg on source characteristics, the choice of processing

theory. gain for a particular user (or traffic class) can also affect the
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Fig. 2. Data traffic modellV; is the average waiting time in the queue &hds the average packet “transfer” time, including retransmissions.

QoS ofothertypes of traffic. For example, packet voice trafficd) performance and rate regions for two classes of traffic (anal-
with a high chip rate and low processing gain appears as burstyous to voice and data) are computed. We also remark that
interference to other sources since packets are transmitted witte to the different modeling assumptions, our results appear
large gaps between them. As the processing gain increasestohge quite different from results presented in the preceding ref-
duration of the voice packets increases, and the interveniaignces.

gaps decrease. Benefits associated with this type of traffic

“smoothing” are: 1) it reduces the transmitted peak-to-average |||. SysTEM MODEL AND PERFORMANCEMEASURES

power; 2) it reduces peak-to-average interference power (as- )
sociated with other voice users); and 3) it facilitates adaptive V& NOW specify a system model for the DS-CDMA reverse

interference suppression, since the interference does not based on the multirate/multi-QoS approach described in the
as rapidly, and therefore is easier to track [8]. The prima@stsectlon.We assume that there@mdasses of asynchronous

disadvantage of this smoothing is that the fraction of time thiS€rs withinasingle cell and that there is a fixed number of users
source is transmitting (activity factor) increases. K in theith class wheré < i < C. The different classes may

Here, we examine how the choice of processing gain (aﬁ%presentdifferenttraffictypes, or the same traffic type, but with

hence symbol duration) for voice users affects the performarfégerent QoS requirements.
of data users. Assuming only additive Gaussian noise and mul- ]
tiple-access interference, our results indicate that the delay for Traffic Models
data users decreases as the processing gain assigned to VoiE®y. 2 shows a block diagram which illustrates the data traffic
users increases. This is in addition to the preceding benefits amdels considered. Each user generates a sequence of fixed-
sociated with traffic smoothing. length packets which enter an infinite-length buffer. The buffer
is emptied at the (packet) rate./(L; N;) packets per second,
A. Related Work whereL; is the packet length for traffic in clagssTwo models

Providing for multirate/multi-QoS services within the confor packet generation are considered. In the first, a new packet
text of DS-CDMA has started to attract considerable attentiois.generated as soon as the preceding packet is successfully de-
Here, we give a very brief overview of recent work relatetivered. The number océctiveusers in the system is therefore
to that presented here. In addition to [5], mentioned earli@pnstant. This model will be referred to as the “continuously
[9]-[11] also consider the use of power control to satisfy Qo&ctive” model, since the users continuously transmit packets.
(SINR) requirements. In [9] and [10], the power allocation Inthe second model for packet generation, each user in class
which maximizes system capacity and minimizes powergenerates a sequence of fixed-length packets according to a
consumption (summed over all users) is derived, and a simiRwisson process with rate. The packets may therefore experi-
problem is considered in [11], where total system throughpehce a queueing delay in addition to retransmission delays. As
is maximized. In [12], two different power control strategiesshown in Fig. 2, for both models each packet is retransmitted
equalizing received signal powers and equalizing packet errotil it is received without errors.
rates, are compared for voice/data traffic with fading channels.The continuously active model is easier to analyze than the
Dynamic assignment of processing gain in a time-slotté®bisson model, and corresponds to the situation in which all
CDMA model is studied in [13]. users are transmitting long files. (An alternative interpretation

Additional work on access protocols for integrating voice and that a flow control protocol is used which ensures that the
data traffic in DS-CDMA is presented in [14], [15], and [16].buffers always contain packets to transmit.) The Poisson model
This latter work, in addition to [11] and [17], models all datas more appropriate for traffic which consists of short bursts of
traffic as a single stochastic arrival process. data.

The model we consider in this paper differs from the models For each model of data traffic, voice traffic is assumed to
considered in these other references in one or more of the foé generated in an analogous fashion. However, voice packets
lowing ways: 1) the data traffic model accounts for both burstwith errors are not retransmitted. The steady-state analysis
ness and retransmissions; 2) throughput and delay is studiedfithe second traffic model which follows depends only on
a function of both power and processing gain; 3) delay includé®e first-order statistics of the number of active voice users.
the additional time caused by retransmissions and queueing; &whsequently, the arrival process for voice packets need not
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be Poisson. (It may be more convenient to assume perioditd processing delays). Since the packets are transmitted at the
arrivals of voice packets, as generated by a vocoder. In tisgmbol rateR./N;, we have that
case, no additional buffer for voice packets is required.)

o _ L
B. SINR and Delay "R

Assuming matched-filter detection, the QoS for a user in clagbe stability condition);S; < 1 implies that the processing
i is a function of the SINR, which is defined in terms of the bigain V; < Nuyax, = [R./(NL;)| where |xz] denotes the

(4)

energy-to-noise density ratio [18] largest integer less than or equalto
For data traffic,S; can be greater thah; because of pos-
SINR; sible retransmissions. To simplify the analysis, we assume that
_ P;N; (negative and positive) acknowledgments are immediate and are

K;—1 c K; erfectly reliable. This assumption is reasonable provided that
o o e PSS v A.Px)—i—rﬂ p = G=suit] ’
( k=1 XhiGk, Ly L= Xk 9, F) the channel propagation time is very small relative to the packet
1) length, and acknowledgments are coded [22].Agtlenote the

. . . i . transfer time of a single packet for a user in claséhenA; has
where F; is the transmitted powet); is the processing gain, i, geometric distribution

« IS a constant which depends on the shape of the DS-CDMA

chips, xx, is an on/off indicator (i.e.x, is one if userk; is Pr{A; = jT;} =pi~ (1 —p,.) (5)
active and zero if inactive), is the attenuation from usés !

to the base station relative to the desired signal, @ht the wherej = 1,2, - - - is the number of transmissions necessary for
background noise power which includes other cell interferenciccessful reception angl. is the probability of retransmission
The subscripk; denotes théth user in class. In this paper, we associated with clags The average packet transfer time is
assume thatr = 2/3, which corresponds to rectangular chips

[19], [20]. We assume perfect power control, which is used to S, =E{A;} = L — LiNNi . (6)
compensate for channel attenuation. This impfies= 1 for all 0 1-py R (l-pp)

users in the cell, so tha; in the expression for SINFbecomes |, 4qgition tos;, we also consider the “overlimit” probability
thereceivedpower at the base station associated with all usecr?si’ which is the probability that the packet transfer time

inclassj. , exceeds a given threshodg, the maximum acceptable packet
The on/off indicators are assumed to be independent erFﬁnsfer time. From (5) we have that

user to user, and identically distributed within a class

, = Pr{A; > 6} = p)7, wherem = |6;/T;|. 7

Pr{in = 1} = Pon; Pl‘{in = 0} =1- Pon; (2) “ { } b L / J ( )

For data traffic, there are two sources of delay, namely,

wherep,y, , a user's on/off probability (activity factor), denotesetransmissions and queueing delay. (Note that the delay for
the probability that a user in clagsis active at any time in- ypjce traffic without retransmissions is simiy.) The average
stant. The distribution fok, is assumed to be the same fofyajting time in the queud¥; can be calculated from the

each transmitted symbol. In other words, we implicitly assumgandard M/G/1 queueing model with an infinite-length buffer

a large interleaving depth which eliminates symbol—to-symb[m]_ From (5)

correlations in steady-state activity probabilities. In practice, fi-

nite interleaving depths (e.g., constrained to single packet) will o NE{A?} _ NT7 (1+pr) o)

compromise the accuracy of this assumption. However, as the 201 - NS 201 = XSs) (1 —pp )

number of users increases, this assumption should become more ) )

accurate since the number of active users changes more rapidi¢ @verage packet deldy; for a user in classis therefore

within the interleaving window. Under this independence as- T2 — \T))

sumption, SINR is a random variable with distribution which Di=W;+85; = 21— pr. — AT

depends on the on/off probabilitis,,,, : = 1,---, C. Pry = Aiti
Let A; denote the rate at which a source in clagenerates assuming stability\;S; < 1). Note that we can accommodate

packets, and le$; denote the average time it takes to succesg-higher rate source (higher throughput) by decreasing
fully transmit a class packet including retransmissions (av-

erage “transfer” time shown in Fig. 2). Little's rule [21] impliesC. Error Probability

©)

that For both voice and data traffic, channel coding includes
NSy, if AS < 1 forward error correction (FEC). For data traffic, error detection
Pon; = { 1, otherwise. @) coding is needed for ARQ. Instead of defining a specific

modulation and FEC scheme, we will assume that the bit

Note that\;S; > 1 implies instability in the sense that the averror probability (BEP) is an exponentially decaying function
erage waiting time in the queue is infinite. of the SINR. This corresponds to the common assumption
For voice traffic, the packet transfer tint is equal to the that the interference plus noise is Gaussian [18] combined
packet transmission time; (assuming negligible propagationwith the upper bound (used here as an approximation)



510 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 49, NO. 2, MARCH 2000

1/\/27rj:oe_y2/2dy < 1/\V4re=*"/2. Specifically, we 10’ ; —T ; ; ;

assume that for a user in class Uncoded BEP (DPSK) "~
107 - T N Retransmission Probability
o, = Esinr, {F(SINR;) }, ol S
whereF(SINR;) = kexp(=ASINR;)  (10) | o RN ]
andx and g are parameters which can be adjusted to match% \\l\\
particular coding scheme. The asymptotic coding gain of tr§10'3-
error correcting code is determined By T RN
- We remark that the_: particular choice_of fun(_:tiﬁl(u-_) doesnot .| Coded BEP L
influence our analytical approach. This choice simply enabl NN

us to obtain numerical results. By changifg-), we can, in \ N
principle, account for different types of channel impairments 10 ¢ v
such as fading. k »

Assuming that each user's on/off indicator is independe 44 . . . ) oo
from symbol to symbol (perfect interleaving), the probability ~ © 2 SN (B) 8 10 12
of retransmissiom,., is

Fig. 3. Bit error probability versus SINR.
pr, =1 — [1 — Esng, {F(SINR;) }] =" (11)
given by (11), and from (10}, = exp(—/ASINR(K)) since

wherer; is the FEC code rate for classraffic, and the expec- SINR(K) is a deterministic function of(. We can therefore
tation is with respect to the distribution for SINRNMe assume yyite

that all errors are detected. For a given SINRg. 3 illustrates
the relationship between the approximation ggr and SINR D— LN _ (13)
li.e., (-)]. (We are only interested in the curve at low error R.(1 — rkexp(—BEN))Lr

rates.) The dashed line corresponds to uncoded DPSK modu- , .
lation, and the solid line shows coded BEP. The dashed—dotf¢frage throughpu, defined as the average number of infor-

line indicates the probability of retransmission whien= 768 mation b_its (including overhead) successfully transferred per

andr; = 1/2. The parameters = 1/2 and/ = 2, which cor- S€cond. is given by

respond to an asymptotic coding gain of 3 dB. Lr  rR, o
To satisfy the BEP requirement for data traffic, the probability n=g = (- rexp(=FEN))™". (14)

of an undetected error must be no greater than the target BEP.

Since we assume that all errors are detected, the BEP requireAs N increases, both the BER, given by (10), and the re-

ment for data traffic is automatically satisfied in our model, andansmission probability,., given by (11), decrease. However,

we focus on satisfying a delay constraint (i.e., on average delagreasingV also increases the symbol duration, so that there is

or overlimit probability). In contrast, for voice traffic we assume tradeoff between the decreasdlircaused by the decrease in

that the maximum delay); = L; M., / R., is acceptable and p, and the increase il caused by the increaseldn The former

focus on satisfying a constraint on the average BEP dominates for smalV, and the latter dominates for largé The
processing gain that minimizes average packet delay (or maxi-
IV. SINGLE CLASS OF DATA USERS mizes throughput) is easily computed by setting the derivative
o ) of (13) with respect tagv equal to zero. The optimal processing
We start by considering a single class of data users. Name|yi, n+ ;
_ i in N* must satisfy
there areK users, and each transmits with the same power
and processing gain. The continuously active packet generation k(1 + LrBEN™) = exp(BENT™). (15)
model is first analyzed, and is followed by an analysis of the
Poisson model. There can be at most two solutions to (15), however, for system
parameters of interest, one of these solutions is less than one and
A. Continuously Active Users is therefore not relevant.
GivenK continuously active usefg,, = 1), (1) implies Fig. 4 shows a plot of average throughputersusN for a
system with 20 users. Fig. 5 shows a plot of the overlimit prob-
PN abilit versusN whereé in (7) is arbitrarily taken to be 15
SINR= ——————— =¢N (12) y @ (" Y

ms. For these plots, the packet length- 768 symbols, and the
code rater = 1/2, which corresponds to 48 information bytes
where¢ denotes the slope of SINR versus processing gain per packet (including error detection overhead such as CRC). A
The SINR is an insensitive function &f when the background microcellular personal communication system is assumed [11],
noise levels? is small. [22], where the chip raté, is 5 Mchips/s and®/o? = 10 dB.

For the continuously active model, the average packet delRlots are shown for two different coding schemes corresponding
is D = S, given by (6). The retransmission probabiljty is to asymptotic coding gains of 3 d® = 2) and 6 dB(3 = 4).

oK —1)P+ o2
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1 . -
SINR is independent of the number of us&fsCombining (12)
0.9F ] and (15) gives
0.8F . o2
N =(v'a)K++7" | = —« 16
| (+0) fy(P ) (16)
Eo_s, ] wherey* = £N* is the solution to (15) for gived, », , and
%057 | 3. We therefore conclude that the optimal processing gain in-
E creases linearly with the number of active users. Fig. 6 shows
a>;'0-4~ ] a plot of the slopey*« versus error exponerit for different
Coal i packet lengthd.. As the error exponert increases, which im-
plies an increase in coding gain, the slope decreases. That is, a
0.2r 7 more powerful code allows the use of a smaller processing gain.
0.1F 1 .
B. Randomly Active Users

(=}

20 40 éo . 80 100 120 We now assume that each user in the cell generates packets
Processing gain according to a Poisson process with the same averaga.rate

steady state, each user is active (on) with probability, and

inactive (off) with probabilityl — p.,. The number of active

Fig. 4 shows that) decreases rapidly wheiV decreases users in the system is therefore a random variable with distribu-

below the optimal pointvV*. This happens becaugs ap- tion that depends op.,. From (1), we have that

(=]

Fig. 5. Overlimit probability versus processing gain= 15 ms).

proaches one. For larg¥, n decreases slowly witl, since PN K—1
pr is close to zero and ~ T, which increases linearly with SINR= ————, Z Xk (17)
the symbol duration. The reduction inas N recedes below oalP+o

N* is more severe for the powerful coding scheme since a o .
small change in SINR causes a more dramatic change.in wherel denotes the number of active interferers. Sincedttis
These results indicate that the choice of processing gain assumed to be independent from user to user and have the

significantly affect throughput (delay). same distribution within a packet,has a binomial distribution

The discontinuity in) shown in Fig. 5 is due to the fact that Pril — i B(K .
H H H =Jr= - 17 7 Pon
the packet transfer tim& assumes discrete values, which are o 7t (K ) J>Pon)
integer multiples of the packet transmission tiffigsee (5)]. = < N )Pf;n(l — o)XY (18)
J

Depending on the application, which determirdest is pos-
sible thatV' which minimizesD gives an unacceptably largeyherej = 0,1,---, K — 1 and0 < po, < 1. From (10) and
Q. Fig. 5 suggests thaV must then be increased so that the 1), the retransmission probabilipy. can be written as
QoS constraint is satisfied, but with a corresponding reduction
in throughput. K—1 PN

The optimality condition (15) implies that given the parame-p, =1 — |1 — Z F <—2> B(K — 1, j, pon)
tersL, r, k, and3, the SINREN* is uniquely determined. That ajP +o
is, whenN is chosen to minimize average delay, the associated (19)

Lr
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ote thatp,. is expressed as a function @f,,. Combining (3) _ . Icoomaoosaasaaaaoscx  agssociated with Phase 1
X D T 250X XXX XXX XXX XK XK XXX XXX KKK X XK XK XXX E
@ XXX XX XXX KRR XXX KKK XXX XK KKK XX XXX KX X KK
and (6),pon can also be expressed as a functiop,of LR sisooicusiomionoinvssuisssomiodoasuos
- XXX XXX XXX XX R XXX XXX XXX XXX XX XAHCOOX X XXX X
g XOOEXOXH XXX HXX KX XK XXX KX XXX XX XX X AHIOODOOX XXX X
)\LN )\LN 0 T 20H0XXXXXX XXX XXX XXX KX XK XXX XX XAAHOOOOOOOOX XXX X B
. & XXX XK X XK XXX X XXX XXX XA OO0 X XX
- if pr < 1 - =— =% OGN KX X XXX XK X X XA OOOOCIOCO00K X X ¢
_ ) 4 20 = XXKXXX XXX KX KK XXX XXX XXX XX A OOOOOONTOX X X
Pon — R.(1— Pr R ( ) ] XXXXXKXXXXK XXX KX XK XXX XA AHH+HHHOOOCO00OCOO00X X X X x : Phase 1
< T < T 115X XXXXXKXXXKXK XX Ao+ X %X ‘
. -OO0O0CO0CR00C0:
L otherwise. C bz HIS00000000000:  + 1 Phase2
-HO00C00000C000000!
g )x(iiiii§§§§§§§§§§x+++++r++++¢—+OOOOOOOOOOOOOOOOOX§§ 0 :Phase 3

A

11 0P XXX XX XXX X XK A +A-HHO00000C00000000000X X X E
XXX X KKK XXX K X X+ HOOOO00CO0000O000000X X

XXX XXX XXX X X XAAAHHHHHHHHHHHOOC000000000000000000X X

XXX X XX X3 X XA AHHHHHHFHHHHHOOC00000C000000C000C0X X

We now have two equations [(19) and (20)] with two un-
knowns p.. andp_on. We would like to c_Jeterml_ne allvaluespf & S e e |
andp.,, that satisfy these two equations. Fig. 7 shows plots (8 10 333300

Cket genera

curves corresponding to (19) and (20) with the same parametid L o e oo aax

R . . [ X X X X X X XA A O0CCO000CO000O0CCO0OO0CO000X X 1
used to generate the plots in the preceding sectionlaad 00 & 1 0000000000000000000000000000%

. . Eﬁ XXX X XA HHHHHO00000C000000CO0CO00COCCOO00O00X X
packets/s. The different curves correspond to different valuesz ot icococoanecooateccadieccaoeos 1
H H H XX K X A HHHHHOO00000C000C00000CCO0000CCCO00COCOX X
N. The solid lines Correspond to (19) and the dashed lines cc Xx%w%wwﬁ%m}mmmowmxi
reSpondtO(ZO). 90XXTHHHH.HHHIHﬁH 5
10 20 30 40 50 80 70 80

We now make some observations concerning (19) and (2(
For both relationg,. is an increasing function of,,. Further-
more, Fig. 7 shows that there is at most one break-point in (199. 9. Phase space diagram.
for this particular set of parameters. Thatis, its second derivative
has at most one zero-crossing point. It is easily seen from (20)the sense that a slight perturbation will not move the system
thatp.,, is a convex function op,. for 0 < p,. < 1 — ALN/R.. to another equilibrium state. The right point, corresponding to
Note also that only affects (20). Pon = 1, IS @associated with infinite delay.

The preceding observations imply that the curves corre-In Phase 3, there is a single stable operating point for which
sponding to (19) and (20) can intersect in at most three poinds< p., < 1. Only Phase 3 corresponds to a desirable operating
For the examples considered, we have observed only cassgion since Phase 1 and Phase 2 have a stable equilibrium as-
with one and three intersections, which are illustrated in Fig. 8ociated with infinite delay.

(Two intersection points can occur, but only for a specific value For a fixed processing gaiN, as\ decreases, the curve cor-

of N, which generally is not an integer.) The cases observadsponding to (20) rises so that there are transitions from Phase
which are illustrated in Fig. 8, will be referred to as “phasesl to Phase 2 to Phase 3. (A direct transition from Phase 1 to
associated with a particular system state. Phase 3 can also occur since the processing gain is discrete.) If

Referring to Fig. 8, when the system is in Phase 1 there is\as fixed, then both curves corresponding to (19) and (20) move
single intersection point at,,, = 1. The average packet delayto the right as the processing gain increases. The corresponding
in this case is infinite since the packet generation rate excegdgse transitions are difficult to predict. However, it is generally
the rate at which packets are successfully transmitted. In Phabserved that transitions are made from Phase 1 to Phase 2 to
2, there are two intersection points for whiehk p., < 1 and Phase 3 and back to Phase DNamcreases. Note also that Phase
one for whichp,,, = 1. The middle intersection point markedl corresponds to both very small and very ladgeSpecifically,
by x is “unstable” in the sense that any short-term perturbatiéthase 1 is associated with > N, = | R./(AL)].
in A will push the system to the left or right equilibrium points. The preceding phase transitions are illustrated in Fig. 9 which
The left and right intersection points, markeddyare “stable” labels the “phase space” in terms ofand N. The numerical

Processing gain
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Fig. 10. Average packet delay versus processing dais (L00 packets/s).  Fig. 11.  Optimal processing gain versus number of users.

values of system parameters are the same as in the precewneraL there can be at most three solutions to (21). However,

section. The results are insensitive to the received pdypro-  Since the delay increases with for ;¥ > N*, the optimal

vided thatP/o? is large. As) increases, the range of values ofhoice ofV is [V*] whereN* is the smallest solution to (21)

N in Phase 3 becomes smaller. that satisfiesl < N* < Nyax, Where Npax = [R./(AL)].
Given the system parameters, the following algorithm is usélY > Nmax implies that the source packet rate exceeds the

to compute solutions to (19) and (20) which correspond to stati@fe at which the queue is being emptied.) When the system
operating points. is in Phase 1 (e.gA > 123 in Fig. 9), the delay is infinite

1) Choose an initigb,,, such tha0 < p,, < 1. indgpendent oN. . .

2) Computep,. from (19). Fig. 11 shows a plot of optimal processing ga¥it versus

3) Compute ; new value fot,,, from (20) number of userd( for two different values of the coding co-

4) Iterate steps 2) and 3) ur;)trill converge.nce efficient 5. The slope in this case depends on the packet gen-

. . } , eration rate\. For A = 100 (assumed in the figure), the max-
Itmakes physical sense to chogsg initially, ignoring retrans- ., m number of users that can be supported with finite delay is

missions. In this way, the preceding algorithm corresponds jo ~ _ o, (8 = 2), andK max = 47 (8 = 4). FOrK > K,

the logical order in ‘_Nhi(_:h’m _andp,, converge 1o Ste""dy'St"’ltethe system is in Phase 1 for all values¥f so that the corre-
values. The arrows in Fig. 8 illustrate the convergence of the gﬁonding delay is infinite

erative algorithm. Note in particular that the middle intersection
point for Phase 2 is not stable. Any initial valuemgf, not equal
to the value associated with this operating point will lead to an- V. TWO CLASSES CONTINUOUSLY ACTIVE USERS

other operating point. . ~ We now consider two traffic classes in a cell, and assume the
Fig. 10 shows average packet delayersus processing gain continuously active user model. The model for voice users dif-

N for a fixed A. The dashed line corresponds to the unstabjgs from the model for data users in that voice users do not re-
operating points in Phase 2 whereas the solid line correspog@s,smit packets with errors. The same packet length and coding

to the stable operating points in Phase 2 or in Phase 3. A smgheme (i.e., the samk, », », and3) are assumed for both
processing gain corresponding to Phase 2 can potentially gi§sses.

a very low delay; however, the system can be perturbed to an

equjlibrium stf';\te in which the dglay is.irlfinite. A Two Voice/Data Classes
Fig. 10 indicates that delay is significantly affected by the ] ] . )

choice of processing gain. In order to avoid multiple operating Given K, active voice users anlil; active data users ina cell

points, the processing gain should be selected larger thafi-&:Pon, = Pon, = 1), from (1), the SINR for users in each

thresholdV*. This threshold can be computed from (19) an@lass is given by

(20) by observing thaftv* corresponds to the transition from

Phase 2 to Phase 3. Graphically, this means that the right SINR. — P, N,

end-points(p,, = 1) corresponding to (19) and (20) in Fig. 8 " (K, — )P, + aKyP) + o2

are the same. This implies that o e o
Ra= aK, P, +a(Ky—1)Py+ o2 =&blNa (22)

= 5’1; Nu

1— s —BPN* Lr __ALN* 21 where the subscripts and d indicate voice and data classes,
TREPL UK —1)P 1 o2 ~ TR, (21) respectively. Unlike the single-class case, the power assignment
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(P, andP;) can change SINRand SINR, significantly even if
there is no background noige? = 0).

The resource allocation problem in this case is to determi@zsoo
an assignment of powers and processing g&ins’;, N,, and
Nq so that QoS and rate requirements are satisfied. Of courg
this assignment in general depends on the number of users,
we would like to determine a “capacity region” or the sefQf =2
and K, such that QoS requirements can be satisfied through 3 15001
appropriate assignment of powers and processing gains. We®
this by maximizingk; given a fixedkK.,,, subject to constraints £ 4400|
on QoS (i.e., data throughput and voice error probability). AE
equivalent problem is to maximize the throughput of data use><
for fixed K, andK 4, subject to a QoS constraint for voice users® °

We first consider maximizing the throughput of data users fc
fixed K,, and K. Specifically, the problem is

0 20 40 60 >80 100 120 140 160 180
Number of voice users

max 7g Subjectto
Py, Py,Ny,Na Fig. 12. Maximum throughput of data users versus number of voice users

m <&, P, <P, and P; <Py (A\y = 14.4 kbps,R. = 5 Mchips/s,L, = Ly = 768 b,r, = rq = 1/2,
° andP,/o? = Py/o? = 17 dB).
(23)

wheree,, is the maximum acceptable BEP for voice, @hdand is an increasing function aP,. Sinceny is an increasing func-
P4 are the maximum transmitted power levels for voice and dafan of SINR;, it follows that theP, and P; that maximizen,
users, respectively. Observe that for the constantly active casbject to the constraint (26) are given by

considered N, is determined by the desired information rate

for voice. If voice packets are generated at ratethen Pi+ B

Pr=P, Pr=AP,—-B, (A<
Pu (29)

. | R B
N; = bvaJ . (24) Pi=P, Pr= Pd;: , otherwise

From (10), the BEP requirement for voice users is equivalentTtat is, eitherP, or P, is taken to be the maximum allowable
the SINR constraint value, and the other variable is selected according to (27).
1 . With N, Py, andP; determined according to (24) and (29),
SINR, > v, wherey, = = 1n<_> ) (25) it only remains to maximize, with respect taV,. According
p v to the optimality condition (15) discussed in Section IV-A, the
optimal NV, depends only 0§,. From (22) £, is a constant given

Problem (23) is therefore equivalent to : ce)hd 1> G LU
N;, Py, andPj, so that this last optimization is given by (15)

max 74 Subjectto wheref and NV are replaced by, and N,.
Py, Pa,Na Fig. 12 shows plots of the maximum throughput of data users
SINR, > v, P, <P,, and Fy<Pa.  versusk, with K, as a parameter. In this exampfe, /o2 =

(26) Pg/o* = 17dB, the packet generation rate for voice trafficis
18.75 packets/s, which corresponds to 14.4 kbps, and the upper
The constraint (25) can be combined with (22) to obtain thgund for voice BEP;, = 10~2. Where unspecified, the re-

following: maining parameters are the same as those used in the preceding
section. As expected, the maximufp decreases ak,, or K
Py < AP, - B increases. In this particular cagg,decreases more whéfy, is
Ny — oK, — 1)y, _a° increased (for fixedy,) than whenk,, is increased (for fixed
whereA = B= .27 W
K gy, aKy K4). The “kinks” in the curves correspond to valuesiof and

. " . K, at which the optimal processing gain for data users changes.
The inequalities3 > 0, Py > 0, andP, < P, imply thatA > The dashed line corresponds to the power allocation with a fixed
B[Py, which gives the following upper bound on the numbey,;, processing gainVy = 2K ). These results show that the
of voice users: optimal assignment of processing ga¥y can significantly in-
N* o2 J crease data throughput.

5 (28) Given the preceding results, it is straightforward to compute
the capacity region, namely, the maximum number of data users
Note that both relations (27) and (28) are independef of  that can be accommodated for a fixed number of voice users.
For fixed P, and N, in order to maximize SINR P, should In addition to the constraints in (23), we add the throughput
be selected so that equality holds in (27). Furthermore, by swwmnstraint;; > ug. Fig. 13 shows the capacity region for the
stituting AP, — B for P, in (22), it is easily shown that SINR same parameters used in Fig. 12, andufpr= 57.6 kbps (four

K,<|1
- { * ay, AP,
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Number of voice users Fig. 14. lllustration of the set of poinfsP,, P, ) that satisfy QoS constraints.

Fig. 13. Capacity regiomfax K4 versusk ,) for continuously active users.
intersection of the two lines must lie inside the box defined by

times the voice rate). The results indicate that optimizing [ and’P, to guarantee the existence of a solution that satisfies

processing gaitV, significantly expands the capacity region. the Q0S constraints. _ _ _
If the QoS constraints are satisfied with equality, then it is FOr @ fixedKy, note that ag(,, increases, the intercept point

possible to derive an explicit expression for the capacity regidf. Fig- 14 moves toward the boundary. Consequertitly,can
From (22) and (25), the QoS requirement of voice users canpincreased to the point where the intersection of the two lines
rewritten in terms of the power to interference ratio for voiches on the boundary region defined by the power constraints.
userss, defined in (22). Namely This implies that wher¥, is maximized, eithe®®, = P, or

P, = Py. Itis then straightforward to show that the capacity
P, (30) region s given by

5’1; = z C’U
Ao = UPraltabat ot _G0tet) , | 0 +aP+at) - %)

where B airac)™ Puall+al)
. : Cb(l + aCd) PU
‘= ﬁ}w 1n<§) N = { fLJ L@ i Tac) ~ Pa
v ' LG Fady) o (1+al)[Pal + ala) = o*G]
Similarly, the data throughput constraipi > 14 combined 4= Ca(l+ag) " PaceCa(l + )
with (14) and (22), gives otherwise
(35)
€= Py > ¢ (32) The dotted line in Fig. 13 corresponds to (35). The line is contin-
oK, P, + a(Kg—1)Py+ 0% — uous, as opposed to the staircase plot from the previous analysis,
since we have assumed that the inequalities in (34) are satisfied
where with equality (corresponding to noninteger valueskf and
1 K Kq).
= In - 33
‘ NG |1 = (palNj/(rR.)) 7+ 3 B. Two Data Classes

and N is chosen to minimizé,, since it is easily shown that In this section, we consider two classes of data users in a cell.

the maximum number of data uselg; is a decreasing func- The same packet length and coding scheme (i.e., the fame
tion of £;. An expression forV; can be obtained by setting ther, andg3) are assumed for both classes. Givénusers in class

derivative of the right side of (33) to zero. 1 andK> users in class 2, from (1) we have that
The preceding inequalities (30) and (32) can be rewritten as PN
SINR, = S S =4N,
1—a(KU— 1)CU o2 Oé(Kl — 1)P1+06K2P2+O'
Pd S K PU - K P2N2
Ky, Ky SINR; = 5 = &N (36)
P> OéKqu Py O_QCd (34) oK1 P+ Oé(KQ — 1)P2 + o
d = v .
1—o(Kq— 1), 1—o(Kqg—1)a where¢; denotes the desired user power to interference power

I%us noise ratio for clasg users. From (14), the average

Th i i f lyticall i
e capacity region can now be found analytically by adding tthroughputni for users in clas$ can be rewritten as

power constraint®’, < P, andP,; < P,. This is illustrated in
Fig. 14, which shows plots d®; versusP, from (34). All points rR,

o . e P
which satisfy the QoS constraints lie in the shaded region. The’i = Ti(l — rexp(=f&Ni))"™, fori=1,2. (37)
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100

We wish to select powers and processing gains to maximi
the data throughput for users in class 2, given a fixed numkt__ oot Optimal N, N, 1
of users in each class, and given a constraint on throughput &
users in class 1. That is, the optimization problem is 80

max 72 Subjectto

I1,P2,N1,N>
m=p, PL<P, and P <P
(38)

ghput of class 2 users (K
/
!

40¢ . 7

whereP; and P, are the upper power limits for class 1 ancg \

2 users, respectively. This optimization problem is similar t5 s0r \ |

(23) discussed in Section V-A. It is different in that the pro§ 20+ Y

cessing gain for users in clasg &) is not fixed. (In the pre- \

vious problem, the processing gain for voice users is chosen )

satisfy the rate constraint.) % 20 n 5 % 100
From (37), itis easily seen thaj is an increasing function of Average throughput of class 1 users (kbps)

&, Sinceé, does not depend aiN,, we first maximizet, with

respect taP; and P,. We subsequently maximize the resulting'9- 13- Throughput regiomgax . versus.).

72 with respect toN,. A crucial observation is tha;, i = K1 K, , K,
1,2, is an increasing function af; and a decreasing functionWher‘?Iv = 2=y Xk Iq = Ek:ll Xkas Ly = 2ok21 Xk
of P;, j # 4. Consequently, for all values ¢f that satisfies the @nd /5 = 2.5 ~ xx,- The subscripts:, and k, denote the
to a set of%;, ¢ = 1,2, that maximizes. sume that within a packet, the on/off indicatgys, and xx,
Pr{xs, = 1} = pon,. Strictly speaking, this assumption is
& 1 K (39) not true since the number of voice users affects the retransmis-

sion probabilities of data users, which in turn affects the on/off

i , probabilities. However, this assumption is accurate for a small
According to the preceding argument; should be chosen t0 ,mper of users and simplifies the analysis considerably.

minimize £, . Let NY be the processing gain which minimizes jjixe the continuously active case considered in the pre-

€1, and¢; = miny, & . Next, we solve for thé’s, I combina- - .o jing sectiony,, affectsbothSINR, and SINR, for randomly
tion which maximizes, subjecttoly < P, I < P2. FIOM 5 4ive ysers. Namely, increasing, not only increases SINR
(36) and (39), we have tha, is a linear function of; but also increases,, , which increases the duration of the in-
1— (K, — )G o2 terferer_1ce and in turn de_creases SINRote that_ the average
P = Kl P — oKy (40)  transmitted power of voice usef#’,p.,,) also increases as
N, increases. Similarly, SINRdepends oidV,. Consequently,
The optimal power assignment is then given by (29), as digiven a target BEP for voice usess, increasingV, allows a
cussed in Section V-A, wheréandB are defined from (40). Fi- decrease irP, or a increase irP;.
nally, maximization ofp, over N, is again determined by (15). The particular resource allocation problem considered here is
Fig. 15 illustrates the throughput region of class 1 and class . .
2 usersk, = Ky = 10, Py /o® = Py/o? = 17dB, and other A1 - Da subject to
parameters are the same as in the preceding section. The dashed p, <&y, P,<P,, and P;<P,
line corresponds to the optimal power allocation with the sub- (42)
optimal processing gain assignmeéyit = N = 2(K; + Kb).
The optimal processing gain results in a substantial increasenihere’?, and P, are the maximum transmitted power levels

= 1
BN 1= (Vi /(rRo)) 7

maximum throughput. for voice and data users, respectively. This problem appears to
be difficult in general, so instead we minimiZ&,; with respect
VI. Two CLASSES RANDOMLY ACTIVE USERS to Ny, and plot the result as a function of the voice processing

aqain N,,. The following alternatives for power assignments are

In. thls section, we pon5|der two cla_sses of voice and d a%opted: 1) seP,; = P, and selecP’, to satisfy the voice BEP
traffic in a cell assuming randomly active users. The number ™ : :
. . o : . requirement and 2) sdt, = P, and adjust?; to satisfy the

of active voice (data) users within a cell is a random variable

which depends on the on/off probabilitg,. (pon, ) (se€ (3)). voice BEP requirement. The processing gain for data users is

h otk then optimized. In this way, the effect of increasing slyenbol
From (1), the SINR for users in each class is given by rate forpvoice calls on dataydelay can be examinedg. »

B P,N, From (9) and (11), the average packet delay for data users can
SINR, = al P, + al Py + o2 be rewritten as
FPyN, LgNa(2 — A\gLgNg/R.
SINR; = 4 d (41) Dy alVa(2 = AaLalNa/R.) (43)

al’ P, + al,Py + o2 ~ 2R.(1 = py, — \aLaN4/R.)
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where the retransmission probability for data users

K, Kq—1
FulNg
=1— |1 : :
Pra Z Z F(a'LPU—i—ade—i—a?)

-
[o2]
T

Sl
i=0 j=0 g |
Lara Fial
. . 3 i
X B(Kvylyponv)B(Kd_ 17]7p0nd) (44) D :
S10r 1
g \
and from (10), the average BEP for voice users can be expressg \

[es]
T
L

as

(=2
T

A o= 200 (packets/sec)|

Average d
!

K,—1 K,
P,N,
= F
o= S (e )

=0 ;=0 4+ 4

S A 4= 100 (packets/sec)

x B(K, —1,i B(Kg,j 45 5 ‘ ‘ ‘ ‘
( v P aponv) ( daJapond) ( ) 0 20 40 60 80 100
Processing gain of voice users

where the activity probability of voice and data users

Fig. 16. Minimum data packet delay versus processing gain of voice users
with different data packet generation rade; (= 100, 200 packets/s).

A L,N, _ XaLalNy (46)
ponz, - Rc pond —_ Rc(l — prd) .

(dB)

In what follows, we assume thdt, = L; = 768, K, =
K, = 10, andP,/o? = P,/o? = 17 dB. The remaining pa-
rameters are the same as those used in the preceding sect
The following iterative procedure was used to compute the mir
imum Dy as a function ofV,,. 20 m p~ 50 100

1) Choose an initighoy, such thal < po,, < 1. Processing gain of voice users

2) For a fixedP; = P4 (P, = P,), computeP, (Fy) to

achievep,, = ¢,,.

3) Computep,., from (44).

4) Compute a new value fgt,,, from (46).

5) lterate steps 2)—4) until convergence.

6) ComputeD, with the converged values.

To check for multiple operating points, this algorithm was ini-z g ‘ ‘ l ‘
tialized at different values oy, For small values ofV,, 0 20 rocoseing gain of vorce users 100

the algorithm produced multiple operating points, which cor-

respond to the t_hree d_lfferent phases Sh_OWh in Section IV. THS 17. Average power of voice and data users versus processing gain of voice
optimal processing gain for data useyg is the smallest pro- users 4, = 200 packets/s).

cessing gain associated with Phase 3.

Fig. 16 shows the minimum average data packet delay as a
function of N,, with different values for the data arrival rate. Thencreases, thé’, needed to satisfy the voice BEP requirement
solid line corresponds to the power assignmént= 7,4, and decreases. However, the average power does not change much
the dashed line corresponds to the power assignifiest 77,.  duetothe increase m,,, . The data on/off probability decreases
The optimal processing gain is assigned to data users. The digghtly asN,, increases, causing the average transmitted power
continuities in Fig. 16 are caused by discrete changes in the épr-data users to decrease slightly. Whgn= P, (dashed line),
timal processing gain assigned to the data users. Fig. 16 iniere is an increase in average power. The average voice power
cates that delay is a decreasing functionMyf. The decrease increases linearly a4, increases [see (46)]. The average data
in delay is most significant for smalVv,,, which corresponds power also increases in this region because a lakgeallows
to P, = P, (dashed line). For small,, the delay decreasesa largerP; to satisfy the voice BEP requirement.
slightly asV, increases. These results indicate that the decreasé&ig. 18 shows the capacity region, defined by the maximum
in transmitted powel’, associated with an increaseM, off- number of data users that the system can accommodate as a
sets the increase in delay caused by the increase in voice actifiityction of the number of voice usefs,. The outer curve in
factor (pon,, )- Fig. 18 corresponds to choosing the optimél, whereas the

Fig. 17 shows a plot of average transmitted power, defin@ther curve corresponds to the assignmait = 2K,. The
as Pipon, /%, versusN,. When P, = P, (solid line), there maximum processing gaiN, is assigned to voice users, so that
is a slight decrease in average powerMgsincreases. A3V, the voice packets are fullypreadin time, andp.,, =~ 1. The
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Fig. 18. Capacity regiomfax K 4 versusk’, ) for randomly active users.

data packet generation ratg is 100 packets/s, and the average
packet delay for data users must be less than 2Q/vgs< 20

perfect power control, and more sophisticated (multiuser) de-

tection schemes.
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