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Many physical communications channels, such as radio channels, accept a
continuous-time avdorm as input. Consequentlya ssquence of source bits, represent-
ing data or a digitized analog signal, must bevedad to a continuous-timeavedorm at
the transmitter In general, each successigoup of bits takn from this sequence is
mapped to a particular continuous-time pulbethis chapter we discuss the basic princi-
ples irvolved in selecting such a pulse for channels that can be characterized as linear and
time-invariant with finite bandwidth.

1. CommunicationSystem Model

Figure la shws a simple block diagram of a communications syst&ire
sequence of source bits;} are grouped into sequential blockse¢tors) ofm bits {b;},
and each binaryectorb; is mapped to one of"2pulses,p(b;; t), which is transmitted
over the channel.The transmitted signal as a function of time can be written as

s(t) = 2 p(b;; t=iT) 1)

where 1T is the rate at which each grouprofits, or pulses, are introduced to the chan-
nel. Theinformation (bit) rate is therefomre/T .

The channel in Figure 1a can be a radio link, which may distort the input sig-
nal s(t) in a variety of ways. for example, it may introduce pulse dispersion (due to finite
bandwidth) and multipath, as well as adaitbtackground noiseThe output of the chan-
nel is denoted ag(t), which is processed by the ree®ito determine estimates of the
source bits.The recerer can be quite complicated; Wwever, for the purpose of this dis-
cussion, it is sdicient to assume only that it contains a front-end filter and a sarapler
shavn in Figure la. This assumption ialid for a wide wariety of detection stragees.

The purpose of the reeer filter is to remee roise outside of the transmitted frequgnc
band, and to compensate for the channel frequersponse.

A commonly used channel model is shoin Figure 1b, and consists of a
linear, time-invariant filter, denoted a$s(f), followed by additre roisen(t). Thechan-
nel output is therefore

x(t) = [g(t) * s(t)] + n(t) @

where g(t) is the channel impulse response associated @ith), and ‘*” denotes
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convolution: g(t) * s(t) = J’ g(t — 7)s(z)dz. This channel model accounts for all linear

time-invariant channel impairments, such as finite bandwidth, and tivagant multi-

path. It does not account for timafying impairments, such as rapating due to time-
varying multipath. Negertheless, this model can be consideradidvover short time-

periods during which the multipath parameters remain constant.

In Figure 1 it is assumed that all signals laasebandsignals, which means
that the frequenccontent is centered around=0 (DC). Thechannel passband there-
fore (partially) coincides with the transmitted spectruin. general, this condition
requires that the transmitted signal be modulated by an appropriate carrier fyeguenc
demodulated at the reger. In that case, the model in Figure 1 still appliesyéeer,
baseband-equivalergignals must be derd from their modulated (passband) counter
parts. Baseband signaling and pulse shapireders to the way in which a group of
source bits is mapped to a baseband transmitted pulse.

As a simple gample of baseband signaling, we caretak=1 (map each
source bit to a pulse), assign a 0 bit to a ppiée and a 1 bit to the pulsep(t). Per
haps the simplestample of a baseband pulse is teetangularpulse gven by p(t) =1,
0<t<T,andp(t) =0 dsewhere. Inthis case, we can write the transmitted signal as

s(t) = 2 Ap(t—iT) €)

where each symbd\ takes on a @lue of+1 or —1, depending on thealue of theth bit,
and 17 is thesymbol ate, namely the rate at which the symbo#s are introduced to the
channel.

The preceding ample is calledbinary Pulse Amplitude Modulation
(PAM), dnce the data symbols, are binary-alued, and the amplitude modulate the
transmitted pulse(t). The information rate (bits per second) in this case is the same as
the symbol rate T/. As a smple etension of this signaling technique, we can increase
m, and chooseA; from one ofM = 2™ values to transmit at bit rat&/T. This is knavn
asM-ary PAM. For example, lettingm = 2, each pair of bits can be mapped to a pulse in

the set {(t), — p(t), 3p(t), — 3p(t)}.
In general, the transmitted symbol4; ], the baseband pulsg(t), and chan-
nel impulse responsg(t) can becomple-valued For example, each successipair of

bits might select a symbol from the set {11, j, — j}, where j =V-1. Thisis a conse-
guence of considering the baseband \aemt of passband modulation. (That is,
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Figure 1a. Communication system model. The source bits are grouped into bieary v
tors, which are mapped to a sequence of pulse shapes.
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Figure 1b. Channel model consisting of a lingtime-invariant system (transfer function)
followed by additre roise.

generating a transmitted spectrum which is centered around a carrier fsedugrtdere

we are not concerned with the relation between the passband and basebebenequi
models, and simply point out that the discussion and results in this chapter apply to com-
plex-valued symbols and pulse shapes.

As an eample of a signaling technique which is nAMWR let m= 1 and

B/2dn (27 f;t) O<t<T _B/2dn@xft) 0<t<T

p0; 1) = elsavhere elsavhere

p(1; 1) 4)
where f; and f, # f; are fixed frequencies selected so tHal and f,T (number of

cycles for each bit) are multiples of 1/ZThese pulses arerthogonal namely
.

‘!' p(1;t)p(0; t)dt = 0. This choice of pulse shapes is callbthary Frequency-Shift

Keying (FSK).

Another exkample of a set of orthogonal pulse shapesnior 2 bits/T is
shavn in Figure 2.Because these pulses mayédas mary as three transitions within a
symbol period, the transmitted spectrum occupies roughly four times the transmitted
spectrum of binary &AM with a rectangular pulse shap&he spectrum is therefore
“spread’across a much lger band than the smallest required for reliable transmission,
assuming a data rate ofT2/ This type of signaling is referred to agread-spectrum
Spread-spectrum signals are more usibwith respect to interference from other



transmitted signals than are naveband signals.

2. Inteisymbol Interfegnce and the Nyquist Criterion

Consider the transmission of &M signal illustrated in Figure 3.The
source bits b} are mapped to a sequence ofds { A;}, which modulate the transmitter
pulsep(t). The channel input is thereforeven by (3) wherep(t) is the impulse response
of the transmittepulse-shaping filteP(f) shown in Figure 3. The input to the transmit-
ter filter P(f) is the modulated sequence of delta functidn#ys(t —iT). Thechannel

|

is represented by the transfer functi@ff) (plus noise), which has impulse response
g(t), and the receer filter has transfer functioR(f) with associated impulse response
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Figure 2 Four orthogonal spread-spectrum pulse shapes.

r(t).

Let h(t) be the overall impulse response of the combined transmitieannel, and
recever, which has transfer function H(f) = P(f)G(f)R(f). We an write

1. This example can also be wied as coded binaryARl. Namely, each pair of tv source bits are
mapped to 4 coded bits, which are transmitted via binAl Rith a rectangular pulse. The current
IS-95 air interéce uses amxeension of this signaling method in which groups of 6 bits are mapped to
64 orthogonal pulse shapes with as yna63 transitions during a symbol.
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Figure 3 Baseband model of a Pulse Amplitude Modulation system.

h(t) = p(t) * g(t) * r(t). Theoutput of the receer filter is then
y(t) = 2 Ah(t —iT) + A(t) (5)

wherefi(t) = r(t) * n(t) is the output of the filteR(f) with input n(t). Assumingthat samples
are collected at the output of the filieff) at the symbol rate T/, we can write thekth sample
of y(t) as

y(KT) = 2 Ah(KT —iT) + fi(kT)

AhQ) + 5 Ah(KT —iT) + A(KT) . (6)
izk

The first term on the right of (6) is theh transmitted symbol scaled by the system impulse
response at = 0. If this were the only term on the right side of (6), we could obtain the source
bits without error by scaling the reeedl samples by 1(0). The second term on the right of (6)

is calledintersymbol interference which reflects the vig that neighboring symbols interfere
with the detection of each desired symbol.

One possible criterion for choosing the transmitter andverciliters is to minimize
intersymbol interferenceSpecifically if we choosep(t) andr(t) so that

1 k=0
D=0 g @
then thekth receved sample is
y(kT) = A+ A(KT). ®)

In this case, the intersymbol interference has been eliminated. This chgxe and r(t) is
called azero-forcing solution, since it'forces’ the intersymbol interference to zerbepending
on the type of detection scheme used, a zero-forcing solution may not be desiifables
because the probability of error also depends on the noise intevisitih generally increases
when intersymbol interference is suppressedvéer, it is instructve o examine the properties



of the zero-forcing solution.

We row view (7) in the frequencdomain. Sincen(t) has Fourier Transform
H(f) = P(f)G(f)R(f), ©)

whereP(f) is the Fourier Transform ofp(t), the bandwidth oH (f) is limited by the bandwidth
of the channelG(f). We will assume thatG(f) =0, |f| >W. The sampled impulse response
h(kT) can therefore be written as the@mse Fourier Transform

w

h(kT) = J:/H(f)ejz”f”df.

Through a series of manipulations, this gntd can be ngritten as an iverse Discrete Fourier
Transform:

1/(21)
h(kT) =T fI Heq(ejZﬂfT)ejZkaTdf (108.)
-17(21)
where
: 1 n kg 1 O ko.o o koeo o ko
27 fT - = U - " " "
Heal®™ ) = 2 M * 71 T%PDHT%DHT%DHTD' (10b)

This relation states thdt.,(z), z=¢e/*", is the Discrete Burier Transform of the sequence
{h} whereh, = h(kT). Sampling the impulse responsg) therefore changes the transfer func-
tion H(f) to the aliasedfrequeng responseH.,(e**'). From(10) and (6) we conclude that
Heq(2) is the transfer function that relates the sequence of input data syni¢lsof the
sequence of reosd samples {;}, wherey, = y(iT), in the absence of noiséhis is illustrated

in Figure 4. For this reasonH.,(2) is aalled theequivalent discrete-time transfer function for
the overall system transfer functiod ().

SinceH,(e'?* ) is the Discrete Burier Transform of the sequencéyd, the time-
domain, or sequence condition (7) is egl@nt to the frequeryedomain condition

Heg(€ ™) = 1. (11)

This relation is called thHyquist criterion. From (10b) and (11) we makhe follonving obser
vations:

1. To satisfy the Nyquist criterion, the channel bandwidtimust be at least 1/{3. Other
wise, G(f +n/T) =0 for f in some interal of positve length for alln, which implies
thatHeq(€**™) = 0 for f in the same inteal.
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Figure 4 Equwvalent discrete-time channel for th&f system shan in Figure 3 ¢, = y(iT),
i, = A(T)).

2. For the minimum bandwidthV = 1/(2T), (10b) and (11) imply thaH(f) =T for
[f] <2/(2T) and H(f) =0 dsewhere. Thisimplies that the system impulse response is
given by

sin (zt/T)

"= T

(12)

(SinceJ’ h?(t) = T, the transmitted signad(t) =5 Ah(t —iT) has pever equal to the
ar) |

symbol \arianceE[| A [?].) Theimpulse response in (12) is callednénimum bandwidth

or Nyquistpulse. Thefrequeng band F1/(2T), 1/(2T)] (i.e., the passband & (f)) is

called theNyquist band.

3. Supposethat the channel is bandlimited twice the Nyquist bandwidth. That is,
G(f)=0for |f| > UT. The condition (11) then becomes

0 1o, 00, 10
H(f)+HDf ?D+ HDf+TD_ T. (13)
Assume for the moment thik(f) and h(t) are both real-alued, so thaH(f) is an even
function of f (H(f) = H(—f)). Thisis the case when the reesifilter is the matched

filter (see Section 3)We @an then rerite (13) as

M .0O_ 1
H(f)+HD? fD—T, 0<f<2—_|_, (14)

which states thalti (f) must hae add symmetry about = 1/(2T). Thisis illustrated in
Figure 5, which shas two different transfer functionsl ( f) that satisfy the Nyquist cri-
terion.

4. Thepulse shape(t) enters into (11) only through the produtf)R(f). Consequently
either P(f) or R(f) can be fixed, and the other filter can be adjusted, or adapted to the
particular channel.Typically, the pulse shap@(t) is fixed, and the receer filter is
adapted to the (possibly timatying) channel.



Raised Cosine Pulse

Suppose that the channel is ideal with transfer function

O, |f|<W

G(f):g), oW (15)

To maximize bandwidth étieng, Nyquist pulses gen by (12) should be used where
W = 1/(Z2T). However, this type of signaling has twmajor dravbacks. FirstNyquist pulses are
noncausal and of infinite duratiorhey can be approximated in practice by introducing an
appropriate delgyand truncating the pulse. Mever, the pulse decaysewy slavly, namely as

1/, so that the truncation windo must be wide. This is equalent to observing that the ideal
bandlimited frequencresponse gen by (15) is dificult to approximate closelyThe second
drawback, which is more important, is thact that this type of signaling is not tab with
respect to sampling jitteNamely a small sampling dkete produces the output sample

[ K—i+elT
y(KT +¢) = |z A Sm;;[g((—i _:_Z/ﬁ_) ) .

(16)

Since the Nyquist pulse decays as, i#is sum is not guaranteed to verge. A particular
choice of symbols A} can therefore lead toevy laige intersymbol interference, no mattemwho
small the dfset. Minimumbandwidth signaling is therefore impractical.

The preceding problem is generally salvin one of tw ways in practice:
1. Thepulse bandwidth is increased to yie a aster pulse decay thart.1/
2. A controlled amount of intersymbol interference is introduced at the transmittech

can be subtracted out at the reeei

The former approach sacrifices bandwidtficefng,, whereas the latter approach sacrifices
power eficiengy. We will examine the latter approach in SectionThe most commonxample
of a pulse, which illustrates the first technique, isrétiged cosine pulsggiven by

[sin (zt/T)OQcos @xt/T) O
U #t/T UM - (2at/T)20

h(t) = 17)

which has Burier Transform
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Figure 5 Two examples of frequerycresponses that satisfy the Nyquist criterion.
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where 0< o < 1.

Plots of p(t) and P(f) are shavn in Figure 6 for diierent \alues ofa. It is aasily
verified thath(t) satisfies the Nyquist criterion (7), and consequeht{yf ) satisfies (11).When
a =0, H(f) is the Nyquist pulse with minimum bandwidth IF(2 and whenx > 0, H(f) has
bandwidth (1+ «)/(2T) with a “raised cosine rolldf’. The parametee therefore represents the
additional, orexcess bandidth as a fraction of the minimum bandwidth {2 For example,
whena =1, we say that that the pulse is a raised cosine pulse with 10€8ssebandwidth.
This is because the pulse bandwidtf;,is twice the minimum bandwidthBecause the raised
cosine pulse decays as*performance is ralist with respect to samplingfeéts.

The raised cosine frequgnesponse (18) applies to the combination of transmitter

channel, and reoaar. If the transmitted pulse shapét) is a mised cosine pulse, théift) is a
raised cosine pulse only if the combined reeeand channel frequegcresponse is constant.
Even with an ideal (transparent) channelwheer, the optimum (matched) reeer filter
response is generally not constant in the presence ofved@itussian noiseAn alternatve is o
transmit thesquake-root raised cosingulse shape, which has frequgmesponsd?(f) given by

the square-root of the raised cosine frequeasponse in (18)Assuming an ideal channel, set-
ting the receier frequenyg responseR(f) = P(f) then results in anverall raised cosine system
responseH (f).
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3. NyquistCriterion Wth Matched Rltering

Consider the transmission of an isolated puigé&(t). In this case the input to the
recever in Hgure 3 is

x(t) = AoG(t) + n(t) (19)
where§(t) is the inverse Fourier Transform of the combined transmitigrannel transfer func-

tion G(f) = P(f)G(f). We will assume that the noisg(t) is white with spectrunmNy/2. The
output of the receer filter is then

y() = r(t) = x(t) = Ao[r(t)  §(O)] + [r(t) * n(t)]. (20)

The first term on the right-hand side is the desired signal, and the second term is noise. Assuming
that y(t) is sampled at =0, the ratio of signal engy to noise engy, or Signal-to-Noise Ratio
(SNR) at the sampling instant, is

|:|00
E[l Aof’] D_[ r(-Hg(t)dtg
3% 0
SNR = . (21)

No & ,
> Io Ir (t)[2dt

The receier impulse response that maximizes thigression is (t) = § (-t) (complex conju-
gae of §(-t)), which is knevn as thematched filter impulse response. The associated transfer

function isR(f) = & (f).

Choosing the recegr filter to be the matched filter is optimal in more general situa-
tions, such as when detecting a sequence of channel symbols with intersymbol interference
(assuming the addie moise is Gaussian)We therefore reconsider the Nyquist criterion when
the recerer filter is the matched filtetn this case the baseband model ismghan Figure 7, and
the output of the recesr filter is gven by

y(t) = .Z Ah(t =iT) + i(t) (22)

where the baseband pulkg&) is nrow the impulse response of the filter with transfer function
IG(f)P = |P(f)G(f)P. This impulse response is thatocorelation of the impulse response of
the combined transmittehannel filtelG( f):

h(t) = IQ*(S)G(S+t)dS- (23)
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Figure 7. Baseband &AM model with a matched filter at the reesi

With a matched-filter at the rewei, the equialent discrete-time transfer function is

kil 1.0 koo ko
T, ZEPDf__ -7

T2 TOOD  Top @4)

Hoe™) = 25 55 -
T%gU
which relates the sequence of transmitted symbalg {o the sequence of reved samples
{yi}inthe absence of noisé\ote thatHeq(ejz”fT) is positive real-valued, and anven function
of f. If the channel is bandlimited twice the Nyquist bandwidth, theH (f) =0 for |f| > UT,
and the Nyquist condition is\@n by (14) whereH(f) = |G(f)P(f)[>. The aliasing sum in
(10b) can therefore be described a$cdding’’ operation in which the channel resporidé f)|?
is “folded” around the Nyquist frequencl/(2T). For this reasonHey(e/?* ) with a matched
recever filter is often referred to as thélded channel spectrurn’

4. EyeDiagrams

One wvay to assess theweity of distortion due to intersymbol interference in a digi-
tal communications system is teagnine theeye dagram. The ge diagram is illustrated in Fig-
ure 8 for a raised cosine pulse shape with 25ée%s bandwidth, and an ideal bandlimited chan-
nel. Figure 8a shws the data signal at the recsi

y(t) = IZ A h(t=iT) + n(t) (25)

where h(t) is gven by (17), « =1/4, each symbolA is independently chosen from the set
{£1, £ 3}, where each symbol is equally dly, and n(t) is bandlimited white Gaussian noise.
(The recared SNR is 30 dB.) The e diagram is constructed from the time-domain data signal
y(t) as follows (assuming nominal sampling timek&t k =0, 1, 2, - ):

1. FRartition the vavdorm y(t) into successe £gments of lengti starting fromt = T/2.

2. Translate each of these awdorm se@ments y(t), (k+21/2)T <t < (k+3/2)T,
k=0,1, 2,-)totheintenal [-T/2, T/2], and superimpose.

The resulting picture is st in Figure 8b for they(t) shown in Figure 8a. (&titioning y(t)
into successe egments of lengthT, i > 1, is dso possible. This wuld result ini successie
eye dagrams.) The number okye openings’is me less than the number of transmitted signal
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levels. In practice, the y& diagram is easily weed on an oscilloscope by by applying the
receved wavdorm y(t) to the \ertical deflection plates of the oscilloscope, and applyingva sa
tooth wavdorm at the symbol rate T/to the horizontal deflection plates. This causes suceessi
symbol interals to be translated into one intalon the oscilloscope display

5 +

4 -

y(t)

0 5 10 15 20

Symbol Intervals

Figure &. Receved sgnal y(t).
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Fig. 8(b). Eye diagram for received signal shown in Fig. 8(a).

Each vavdorm s@gmenty(t), (k + 1/2)T <t < (k + 3/2)T, depends on the particular
sequence of channel symbols surroundigg The number of channel symbols whiclieats a
particular vavdorm sgment depends on thgtent of the intersymbol interference, shoin (6).
This in turn depends on the duration of the impulse respusda-or example, ifh(t) has most
of its enegy in the interal 0<t < mT, then each wvdorm s@ment depends on approximately
m symbols. Assumindpinary transmission, this implies that there are a total"ofvaveform
seggments that can be superimposed in tee diagram.(It is possible that only one sequence of
channel symbols causes significant intersymbol interference, and this sequence occuay/ with v
low probability.) In current digital wireless applications the impulse response typically spans
only a fev symbols.

The ge diagram has the folng important features, which measure the perfor
mance of a digital communications system.

Vertical Eye Opening

The \ertical ‘openings’ at any time ty, —T/2<t, < T/2, represent the separation
between signal lels with worst-case intersymbol interference, assuming yftatis sampled at
timest =KT +ty,, k=0, 1, 2-- It is possible for the intersymbol interference to beyéar
enough so that thisevtical opening between some, or all, signe¢lke disappears altogethein
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that case, theye is said to beclosed’. Otherwise the ge is said to bedpen’. A closed ge
implies that if the estimated bits are obtained by thresholding the sapiki®s then the deci-

sions will depend primarily on the intersymbol interference, rather than on the desired symbol.
The probability of error will therefore be close to 1/2orversely wide \ertical spacings
between signal lels imply a lage dgree of immunity to addite roise. Ingeneral,y(t) should

be sampled at the timé&3 +ty, k=0, 1, 2, - -, wheret, is chosen to maximize theestical ge
opening.

Horizontal Eye Opening

The width of each opening indicates the serigjtito timing ofset. Specificallya
very narrav eye opening indicates that a small timindgset will result in sampling where thgee
is closed.Corversely, a wide horizontal opening indicates that egatiming ofset can be toler
ated, although the error probability will depend on theival opening.

Slope of the Inner Eye

The slope of the innelye indicates sensiity to timing jitter, or variance in the tim-
ing offset. Specificallya very steep slope means that tlye eloses rapidly as the timingfedét
increases. lithis case, a significant amount of jitter in the sampling times significantly increases
the probability of error

The shape of theye diagram is determined by the pulse shalpegeneral, the
faster the baseband pulse decays, the widerybeopening. Br example, a rectangular pulse
produces a box-shapegeediagram (assuming binary signalingfhe minimum bandwidth
pulse shape (12) produces are eliagram which is closed for dllexcept fort =0. Thisis
because, as sivo earlier an arbitrarily small timing ofset can lead to an intersymbol inteffer
ence term which is arbitrarily ige, depending on the data sequence.

5. PRartial-Response Signaling

To avoid the problems associated with Nyquist signalingr@n ideal bandlimited
channel, bandwidth and/or wer eficienoy must be compromised. Raised cosine pulses com-
promise bandwidth &tiencgy to gain rolustness with respect to timing errors. Another possibil-
ity is to introduce a controlled amount of intersymbol at the transmittech can be remed a
the recerer. This approach is callegartial-r esponse (PR) signaling The terminology reflects
the fact the sampled system impulse response does wetttea ‘full-response” given by the
Nyquist condition (7).

To illustrate PR signaling, suppose that the Nyquist condition (7) is replaced by the
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condition
h = [h k=0,1 -
k = all otherk (26)
The kth receved sample is then
Y = Act A 0, (27)

so that there is intersymbol interference from one neighboring transmitted syfRabolow we
focus on the spectral characteristics of PR signaling, and defer discussion tf tietect the
transmitted sequenceéd{} i n the presence of intersymbol interferendde equralent discrete-
time transfer function in this case is the Discredgarter Transform of the sequence in (26):

, 1 0 KD
27Ty — — +
Heol®™) T % HDf TO
= 1+¢e1ZM = 2¢717 cos @ T).. (28)

As in the full-response case, for (28) to be satisfiedminenumbandwidth of the chann&(f)
and transmitter filteP(f) isW = 1/(2T). AssumingP( ) has this minimum bandwidth implies

DTe”M cos @ fT)  |f| < Y(2T)

H(T) = I1f] > 1/(2T)

(29a)
and
h(t) = T(sinc ¢/T) + sinc [¢ - T)/T]) (29b)

where sincx = (sin zx)/(zX). This pulse is called auobinarypulse, and is shn along with
the associated (f) in FHgure 9. (Notice thath(t) satisfies (26).)Unlike the ideal bandlimited
frequeng response, the transfer functioh(f) in (29a) is continuous, and is therefore easily
approximated by a pisically realizable filter Duobinary PR \as first proposed by Lender [1],
and later generalized by Kretzmer [2].

The main adantage of the duobinary pulse (29b), rekatb the minimum band-
width pulse (12), is that signaling at the Nyquist symbol rate is feasiblezeaitexcess band-
width. Becausdhe pulse decays much more rapidly than a Nyquist pulse, it istretth
respect to timing errorsSelecting the transmitter and recifilters so that thewerall system
response is duobinary is appropriate in situations where the channel freqespunses(f) is
near zero, or has a rapid roflaf the Nyquist band-edgé = 1/(2T).

As another xample of PR signaling, consider tmeodified duobinarypartial-
response
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Figure 9 Duobinary frequencresponse and minimum bandwidth pulse.

k=-1
hk = D‘l k = 1 (30)
Eb all otherk

which has eqwalent discrete-time transfer function
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Heq(ejZﬂ'fT) — ej27z'fT _e—j2ﬂ'fT

= j2€n (27 fT). (31)

With zero &cess bandwidth theverall system response is

_Uj2T sin (20 fT)  |f| < 2(2T)
(D = 93 1] > U(2T) (322)
and
h(t) = T(sinc [¢ + T)/T] —sinc [t - T)/T]). (32b)

These functions are plotted in Figure 10his pulse shape is appropriate when the channel
responses(f) is near zero at both DCf(= 0) and at the Nyquist band-edge€his is often the

case for wire (twisted-pair) channels where the transmitted signal is coupled to the channel
through a transformeLike duobinary PR, modified duobinary al8 minimum bandwidth sig-
naling at the Nyquist rate.

A particular partial-response is often identified by the polynomial
K
> hD,
k=0

whereD (for “delay”) takes the place of the usual* in the z-Transform of the sequencéy.
For example, duobinary is also referred to‘ds+ D” p artial-response.

In general, more complicated system responses than those shéigures 9 and
10 can be generated by choosing more nonzerdiaeats in the sequencén{}. However, this
complicates detection because of the additional intersymbol interference which is generated.

Rather than modulating a PR pulsg), a PR signal can also be generated by filter
ing the sequence of transmitteddis { A;}. This is shavn in Figure 11.Namely the transmitted
levels are first passed throughdiscretetime (digital) filter with transfer functioPy(e'>*™)
(where the subscriptd” stands for ‘discrete’). (Note that P4(e/?*™™) can be selected to be
Heo(€%*™).) The outputs of this filter form the M signal, where the pulse shaping filter
P(f) =1, |f| < Y(2T), and is zero elséhere. Ifthe transmitted leels { A} are selected inde-
pendently and are identically diswiled, then the transmitted spectrumoiiP4(e/?*™)? for
|f| < 2/(2T) and is zero for{| > 2/(2T), wherec3 = E[| Af].

Shaping the transmitted spectrum todhaulls coincident with nulls in the channel
response potentially fars significant performance amhtages. Hoever, by introducing inter
symbol interference, PR signaling increases the number ofvedcagnal levels, which
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Figure 10. Modified duobinary frequenyaesponse and minimum bandwidth pulse.

{A}

P, (62T {A'} | Generate iZAi’5(t—iT)> P(f) s(t)

" | Impulse Tain Ideal Bandlimited)

Figure 11. Generation of PR signal.

increases the compligy of the detectqgrand may reduce immunity to noiseorFexample, the set
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of receved dgnal levels for duobinary signaling is {G 2} from which the transmitted Yels

{+1} must be estimatedThe performance of a particular PR scheme depends on the channel
characteristics as well as the type of detector used at theearedék now describe a simple sub-
optimal detection strady.

Precoding

Consider the receed dgnal sample (27) with duobinary signaling. If the reeei
has correctly decoded the syml#gl ;, then in the absence of noisg can be decoded by sub-
tracting A,_; from the receied sampley,. Howevae, if an error occurs, then subtracting the pre-
ceding symbol estimate from the re@el sample will cause the error to projaig to success
detected symbolsTo avoid this problem, the transmittedvis can beprecodedin such a \ay
as to compensate for the intersymbol interference introduced byetadl partial-response.

We first illustrate precoding for duobinary PRhe sequence of operations is illus-
trated in Figure 12.Let {b,} denote the sequence of source bits wharél{0, 1}. This
sequence is transformed to the sequeibg8 by the operation

b = b &by, (33)
where ‘@” denotes modulo 2 additionX@usve OR). Thesequence '} is mapped to the
sequence of binary transmitted signakls { A} according to

Ak = 2bk' -1. (34)
That is,b,' = 0 (b, = 1) is mapped to the transmittedde A, = -1 (A, =1). Inthe absence of
noise the receed symbol is then

Y = Act A = 2(b + by - 1), (35)
and combining (33) and (35)vgs
by = (5 Yy« +1) mod2. (36)

That is, ify, = £2 thenb, =0, and ify, =0 thenb, = 1. Precodindherefore enables the detec-
tor to male symbol-by-symbalecisions that do not depend onyioes decisions.Table | shavs

a quence of transmitted bitd,§, precoded bits §,'}, transmitted signal lels {A}, and
receved samples {;}.

The preceding precoding technique can kiereded to multi-leel PAM, and to
K

other PR channels. Suppose that the PR is specifidd {{0) = > h,D¥ where the codif
k=0

cients are intgers, and that the source symbdig{are selected from the set {0, ... M —1}.
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Figure 12. Precoding for a PR channel.

{b}: 1 0 0 1 1 1 0 0 1 d
(b o0 1 1 1 0 1 0 O 0 1 1
(A -1 1 1 1 4 1 414 -1 1 1 1
{y}: 0O 2 2 0 0 0 2 =2 0 2

Table I. Example of precoding for duobinary PR. What isveha@are the source bitdbf}, pre-
coded bits §,'}, transmitted leels { A}, and recered samples §;}.

These symbols are transformed to the sequengg\ia the precoding operation
K
bk' = g)k - z hi bk—ilg mod M (37)
i=1

Because of the modulo operation, each syniQois also in the set {01,... M -1}. Thekth
transmitted signal el is gven by

Ak = 2bk’ - (M - 1) (38)

so that the set of transmitted/éts is {-(M - 1), ..., M —1)} (i.e., a shifted ersion of the set of
values assumed My, ). Inthe absence of noise the reeeisample is

K
Yk = 'Zo h; A (39)
1=
and it can be shen that thekth source symbol is gen by
W U
by = 3 Vit (M-1) EHeq(l)D mod M (40)

Precoding the symbold{} i n this manner therefore enables symbol-by-symbol decisions at the
recever. In the presence of noise, more sophisticated detection schemes (e.g., maximum-
likelihood) can be used with PR signaling to obtain im@reents in performance.
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6. AdditionalConsideations

In mary applications, bandwidth and intersymbol interference are not the only
important considerations for selecting baseband puldese we gie a ief discussion of addi-
tional practical constraints that may influence this selection.

Awverage Tansmitted Bwer and Specéil Constaints

The constraint onverage transmitted peer varies according to the applicatioRor
example, lav average paver is highly desirable for mobile wireless applications which use bat-
tery-pavered transmittersin mary applications (e.g., digital subscriber loops as well as digital
radio), constraints are imposed to limit the amount of interference, or crosstalk, radiated into
neighboring receers and communications systems. Because this type of interference is fre-
gueny dependent, the constraint may e¢ake form of a ‘spectral mask’ which specifies the
maximum allevable transmitted pwer as a function of frequeyc For example, crosstalk in
wireline channels is generally caused by capeacitupling, andncreasesas a function of fre-
gueng. Consequentlyto reduce the amount of crosstalk generated at a particular transtnéter
pulse shaping filter generally attenuates high frequencies more thametpencies.

In radio applications where signals are assigneféréifit frequeng bands, con-
straints on the transmitted spectrum are imposed to &djdacent-tannel interfeence This
interference is generated by transmitters assigned to adjacent fredpaeds. Aconstraint is
therefore needed to limit the amountboit-of-band powegenerated by each transmitter addi-
tion to an oerall average paver constraint. @ meet this constraint, the transmitter filter in Figure
3 must hae a sifficiently steep rolldfat the edges of the assigned frequeband. (Cowmersely,
if the transmitted signals atene-multiplxed then the duration of the system impulse response
must be contained within the assigned time slot.)

Peak-to-Average Pwer

In addition to a constraint orve&age transmitted peer, a peakpower constraint is
often imposed as wellThis constraint is important in practice for the faling reasons:

1. Thedynamic range of the transmitter is limiteth particular saturation of the output
amplifier will “clip’’ the transmitted avdorm.

2. Rapidfades can serely distort signals with high peak-te@iage paver.
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3. Thetransmitted signal may be subjected to nonlinearities. Saturation of the output ampli-
fier is one rample. Another xample that pertains to wireline applications is the com-
panding process in theoice telephone netwk [3]. Namely the compander used to
reduce quantization noise for pulse-code modulatecevsignals introduces amplitude-
dependent distortion in data signals.

The preceding impairments or constraints indicate that the transmaiegtbmn should hee a
low peak-to-aerage pwver ratio. The peak-to-aerage paver ratio is minimized by using binary
signaling with rectangular pulse shapesweéeer, this compromises bandwidthfiefency. In
applications where peak-taraage ratio should be g binary signaling with‘founded’ pulses
are often used.

Channel and Receiver Clateristics

The type of channel impairments encountered, and the type of detection scheme
used at the reoar can also influence the choice of a transmitted pulse shapex&mple, a
constant amplitude pulse is appropriate foast fading enironment with noncoherent detection.
The ability to track channel characteristics, such as phase, maynatice bandwidth dicient
pulse shapes in addition to multissignaling.

High-speed data communicationgeotime-varying channels requires that the trans-
mitter and/or receer adaptto the changing channel characteristics. Adapting the transmitter to
compensate for a timeawying channel requires a feedback channel through which theerecei
can notify the transmitter of changes in channel characteristics. Because afrthisoenplica-
tion, adapting the reoar is dten preferred to adapting the transmitter pulse shapeekén the
following examples are notablexeeptions.

1. The current IS-95 air intedce for Direct-Sequence Codevidion Multiple-Access
adapts the transmitter wer to control the amount of interference generated, and to com-
pensate for channehdes. Thisan be vieved as a simple form of adapi ransmitter
pulse shaping in which a single parameter associated with the pulse shapetis v

2. Multi-tonemodulation dvides the channel bandwidth into small subbands, and the trans-
mitted paver and source bits are distitbd among these subbands to maximize the-infor
mation rate. The recered sgnal-to-noise ratio for each subband must be transmitted
back to the transmitter to guide the allocation of transmitted bits anel 4.

In addition to multi-tone modulatiomdaptive pecoding(also knevn asTomlinson-Haashima
precoding [5],[6]) is another &y in which the transmitter can adapt to the channel freguenc
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response. Adapte precoding is andension of the technique described earlier for partial-
response channeldamely the equraent discrete-time channel impulse response is measured
at the recejder, and sent back to the transmitter where it is used in a prechueprecoder com-
pensates for the intersymbol interference introduced by the channelingllithe receier to
detect the data by a simple threshhold operati®oth multi-tone modulation and precoding
have keen used with wireline channelo{eeband modems and digital subscriber loops).

Compleity

Generation of a bandwidthfefient signal requires a filter with a sharp ctitdh
addition, bandwidth-&tient pulse shapes can complicate other system functions such as timing
and carrier reogery. If sufficient bandwidth is\ailable, the cost can be reduced by using a rect-
angular pulse shape with a simple detection gjyatiew-pass filter and threshold).

Tolerance to Interfeznce

Interference is one of the primary channel impairments associated with digital radio.
In addition to adjacent-channel interference described earbethannel interfeencemay be
generated by other transmitters assigned tsémeefrequeny band as the desired signdlo-
channel interference can be controlled through frequéaicd perhaps time-slot) assignments
and by pulse shaping-or example, assuming fed average pwer, increasing the bandwidth
occupied by the signalwers the pwer spectral densityand decreases the amount of interfer
ence into a narmband system that occupies part of theilable bandwidth. Sufiicient band-
width spreading therefore enables wideband signals todsiaid on top of narnband signals
without disrupting either service.

Probability of Intecept and Detection

The broadcast nature of wireless channels generallyesnakesdropping easier
than for wired channelsA requirement for most commercial, as well as military applications is
to guarantee the pacy o user comersations (lov probability of intercept). An additional
requirement, in some applications, is that determining whether or not communications is taking
place must be ditult (low probability of detection).Spread spectrumavdorms are attraote
in these applications since spreading the pulseggrmwer a wide frequeng band decreases the
power spectral densityand hence mads the signal lessvisible”. Power-efficient modulation
combined with coding enables a further reduction in transmitteepior a taget error rate.
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7. Examples

We m@nclude this chapter with a brief description of baseband pulse shapes used in
existing and emejing standards for digital mobile cellular and Personal Communications Ser
vices (PCS).

7.1 GlobalSystem for Mobile Communications (GSM)

The European GSM standard for digital mobile cellular communications operates in
the 900 MHz frequencband, and is based onnie-Division Multiple-Access (TDMA) [7].A
special ariant of binary FSK is used callggaussian Minimum-Shift é&ing (GMSK) The
GMSK modulator is illustrated in Figure 13he input to the modulator is a binarN? signal
s(t), given by (3), where the pulse(t) is a Gaussian function, and(t)| < 1. This wavdorm fre-
gueny modulates the carrief,., so that the (passband) transmitted signal is

0 t 0
w(t) = Kcos2r f.t + 27 f, I s(zr)dz.
U “00 U

The maximum frequerycdeviation from the carrier isfy = 1/(2T), which characterizes Mini-

mum-Shift Keying. Thistechnique can be used with a noncoherent veceanhich is easy to

implement. Becausthe transmitted signal has a constantelpe, the data can be reliably
detected in the presence of rapadds, which are characteristic of mobile radio channels.

FM Mod
i Output
Input Data Gaussian ~J
Sequence LPF

Mod. Index: 0.5
Figure 13. Generation of GMSK signal (LPF is wePass Filter).

7.2 US. Digital Cellular (1S-54)

The IS-54 air intedice operates in the 800 MHz band, and is based on TDMA [8].
The baseband signal isvgn by (3) where the symbols are comyptealued, corresponding to
guadrature phase modulatioithe pulse has a square-root raised cosine spectrum with 35%
excess bandwidth.

7.3 InterimStandad-95

The 1S-95 air intedce for digital mobile cellular uses spread-spectrum signaling
(CDMA) in the 800 MHz band [9].The baseband transmitted pulse shapes are analogous to
those shan in Figure 2, where the number of square pulsehigs”) per bit is 128. To
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improve ectral eficiengy the (wideband) transmitted signal is filtered by an approximation to
an ideal lov-pass response with a small amount xdess bandwidth. This shapes the chips so
that the resemble minimum bandwidth pulses.

7.4 Rersonal Access Communications SysteACH

Both FACS and the Japanese Personal Handi-Phone (PHP) system are TDMA sys-
tems which hee keen proposed for PCS, and operate near 2 Ghz TIt§. baseband signal is
given by (3) with four compl& symbols representing 4-phase quadrature modulafitre. base-
band pulse has a square-root raised cosine spectrum withxs@%s doandwidth.
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Defining Terms

Baseband Signala dgnal with frequeng content centered around DC.

Equivalent Discrete-Time Transfer Function: a dscrete-time transfer functiore{Transform)
which relates the transmitted amplitudes to reksamples in the absence of noise.

Excess Banavidth: that part of the baseband transmitted spectrum which is not contained within
the Nyquist band.

Eye Diagram: superposition of gements of a receed PAM signal, which indicates the amount
of intersymbol interference present.

Frequency-Shift Keying: a dgital modulation technique in which the transmitted pulse is sinu-
soidal, where the frequents determined by the source bits.

Intersymbol Interfer ence: the additve @ntribution (interference) to a resed sample from
transmitted symbols other than the symbol to be detected.

Matched-Filter: the recerer filter with impulse response equal to the timeersed, complhe
conjucate impulse response of the combined transmitter-Gltannel impulse response.

Nyquist Band: the narravest frequengband that can support &M signal without intersymbol
interference (the inteal [-1/(2T), 1/(2T)] where 1T is the symbol rate).

Nyquist Criterion: a condition on the weerall frequeng response of aAM system that ensures
the absence of intersymbol interference.

Partial-Response Signaling:a sgnaling technique in which a controlled amount of intersymbol
interference is introduced at the transmitter in order to shape the transmitted spectrum.

Precoding: a ransformation of source symbols at the transmitter that compensates for intersym-
bol interference introduced by the channel.

Raised Cosine pulsea pulse shape with durier Transform that decays to zero according to a
raised cosine (see (18)Jhe amount ofxcess bandwidth is coeniently determined by a single
parameterd).
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Pulse Amplitude Modulation (PAM): a dgital modulation technique in which the source bits
are mapped to a sequence of amplitudes that modulate a transmitted pulse.

Spread-spectrum:a dgnaling technique in which the pulse bandwidth is yrimes wider than
the Nyquist bandwidth.

Zero-forcing criterion: a design constraint which specifies that intersymbol interference be
eliminated.

For Further Inf ormation:

Baseband signaling and pulse shaping is fundamental to the design difjitel
communications system, and is thereforeeoed in numerous #s on digital communications.
For more adwanced treatments see E. A. Lee and D. G. Messerscbigiital Communication
Kluwer 1994, and J. G. ProakBigital CommunicationsMcGraw-Hill 1995.



