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Abstract—Though the capacity of the 2-user Gaussian inter-
ference channel has long eluded information theorists, recent
progress has been made by focussing on approximations with
provable bounds. However, extensions to a generaK-user NG

network has proven to be non-obvious, in particular due to N Cfly mm—— ;/@

the role of interference alignment in these cases. In this paper, e - e =
we look at a special case of akK-user Gaussian interference > T -
network where only one of the users interferes with and is also A g
interfered by all the other users. We determine the sum-capacity ,@ ‘
of such a network within O(K) bits for all possible values of the B K e
channel parameters, provided the direct signal is stronger than oo T @

the receiver noise. 7 o/
[. INTRODUCTION /\Lr 5_,.L[,~\\\

Starting with the work of Etkin-Tse-Wang [8], there has

been an increased interest in studying constant gap approx- @

imations to capacity regions for many long-standing prob- v Interference

lems in network information theory. In [8] this approach is »  Direct Link

applied to the2-user interference channel (IC) where the

capacity is approximated by deriving new tighter uppertosun

and achievability shown by specializing a particular Han- Fig. 1. Mobiles near the boundary of a cell

Kobayashi [1] power splitting scheme using Gaussian code

books. This result is closely related to the analysis of the

2-user linear deterministic interference channel [2] that ieither in specific regimes of channel gains [16] or for some

some way approximates the Gaussian counterpart. The linegstricted classes of channels [17]. In [12], the approtma

deterministic model, first introduced in [3] has been a usefaapacity for a KX user Gaussian IC is provided for two

tool to gain understanding into how signals interact in atimul special cases - ‘one-to-many’ and ‘many-to-one’, where all

terminal network, ignoring the effect of receiver noise.eThinterference is either caused by or is caused to only one user

cases where the exact capacity of this approximate chanrgspectively. The results again make use of the exact dsalys

can be computed with relative ease often lead to constant-gd the corresponding deterministic case. Even for someatine

approximations of the capacity in the corresponding Gamssideterministic3-user ICs with specific connectivity [14], [15],

channels [4]-[7], [9], [13]. sum-capacity itself is not fully characterized. Recenthe
The results in [8] do not generalize naturally to interferen approximate capacity was derived for &-user Gaussian

channels withK > 2 users. This is essentially due to thdC with specific cyclic interference pattern [19]. However,

fact that signals from more than one transmitter superimmpo this kind of interference channel, the key problem of

at a receiver. When this interference has structure, it can in¢erference alignment does not arise. A new achievable rat

exploited. This is demonstrated in [11] for a particutauser region evaulated for a fully-connect&duser deterministic IC

Gaussian IC, where a higher rate is shown to be achievable ‘interference decoding’ [18] offers new insights intdsth

using a layered lattice coding scheme as opposed to a Hareblem.

Kobayashi scheme as in [8]. The structure provided by kttic In this paper, we consider a very simple classiofuser

codes enables a form of interference alignment [10]. Howevé&aussian IC in which only one of the users causes interferenc

in general, IC capacity characterization in many-useradea to all others, as well as is interfered by all of them. This

has been met with limited success. Some partial results exigtwork can be looked upon as a superposition of a one-to-



many and many-to-one networks as in [12] and incorporates

the tension between multiple signals interfering at a remei

as well as the same signal interfering at multiple receivers x,

Apart from its usefulnes in throwing light on the genefét

user interference network, this network models a situafoon

mobile communication where a number of mobile terminals X y
2

are near the boundary of a particular cell as illustrated in
Figure 1. Based on this configuration of the interfering sser
we call this a ‘star’ IC. For tractability, we only consider

a fully-symmetric setup (all cross channels have the same
parameter value) and seek to find an approximate sum capacity
for this network. This builds on our work in [15], where
we characterized the sum-capacity of the corresponding
user linear deterministic IC. Once again, this analysivigles X y

insights for approximating the Gaussian case.
The key contributions of this paper are:

« We characterize the sum-capacity of a symmelfiaziser
Gaussian star IC withil©(K) bits.

« We show that a single class of strategies might not be
optimal in all interference regimes and judicious choice

of codebooks and power control is required in our achieYye gefine two quantities, signal-to-noise ratio and interiee

Fig. 2. A K-user symmetric Gaussian ‘star’ IC

able scheme. o ) .. to noise ratio as follows:
« We demonstrate that it is possible for a non-trivially
connectedK-user IC to achieve more thaR /2 spatial SNR = P, INR = |h|2P. 2)

degrees of freedom, which is interesting when compared
with the findings in [23] where it was shown that degreeBepending on the strength of the cross-links, iwiser inter-
of freedom for a K-user Gaussian IC with non-zeroference network can be deemed to be in the weak interference
rational coefficients is strictly smaller thaki/2. regime if [h|2 < 1 or in the strong interference regime if
The rest of the paper is organized as follows: Section |I]ll|2 =~ L. Note that, in f[his paper we are concerned Only with
introduces the system model, some useful upperbounds to ﬁ}tgatlons where the direct signal is stronger th_an theivece
sum-capacity are derived in Section lll, coding schemes e >¢ ONR > 1). qu cases Whe"NRa_> 1 we introduce a
approximately achieve sum-capacity are discussed in (SEctParametera >0 def.med byINR = P ’.thls @ parameterulsf
IV and concluding remarks and future directions are prodideOften used to.specn‘y the correspoqdlng linear determm_|st
in Section V. modeI..Reducmg to the cadé = 2 gives us the symmetr.lc

2-user interference channel, whilé = 3 gives the symmetric

shoe-string interference channel from [15].

Il. SYSTEM MODEL
I11. UPPERBOUNDS
A K-user symmetric Gaussian star IC as shown in Fig- , i )

ure 2 hasK transmitter-receiver pairs. Each transmitter tries In this _sectlon we derive several upperbounds on the sum-
to communicate with its intended receiver. In this procesga,‘te achievable n thei-user Gaussian star IC dlscu_ssed
only transmitterl causes interference to all other receiveréj,efore' These will b? used later to show constant bit-gap
while all the other transmitters in turn, cause interfelasnc{esuItS for sum-capacity. _ )
to receiver1. Let X; and Y; denote the input and output 'heoreml: For the K-user Gaussian star IC in (1), the
signal of theith user respectively, whileZ; ~ CA(0,1) is sum-capgc_ny in the weakmterference reg|me_ |.s upperbednd
independent and identically distributed Gaussian noige t?Y the minimum of the following three quantities:
impairs receivei. Each.X; has an associated power constraint SNR
P so thatE[|X;|?] < P. Let i denote the cross-channel gainRusi" = log (1 + 1+INR) + (K —1)log (1 + SNR)
whereas, the direct-channel gain is normalizedltoThese (3)
gains are assumed to be same for all users. The interference
network can be formally specified by the following input-waeQak = log <1 4 (K—1)INR+ SNR )
output relationships: “ 1+INR

log (1+INR+ —NR_)
Vi =X, 4+ hXs +hXs+...hXx + 7 & 1+INR

Yi=hX:+X;+2;, Vi=203,.. . K. 1) (K —2)log (1 + SNR) )



RUee% = log (1 + INR + SNR) + +§:h XP 4+ Z) — h(Z8) + e,
lo 1+2INR+ﬂ + 1o 1+ 5NR =3
s 1+ INR SUTHINR n
(K —3)log (1 + SNR). G <>
t=1
Proof: First, note the similarity of the form of the upper- K
bounds with that of the upperbounds for the symmericser + Z h
Gaussian IC in [8]. In fact, the first and the third upperbaind i=3
are obtained by simply extending the upperbounds as derived K
in [8]. where, (8) from the fact that(Sy) — h(Sy +Zi:3 hXZ-)_ <0
To show thatR“se* is an upperbound to the sum-capacit)‘/"h'le (9) follows. by th.e fact that removing cond|.t|on|ng_
for our K-user network, consider removing all cross-link§a’?n°t reduce differential entropy and that Gaussian noise
except those between usersand 2. Clearly, any sum-rate 'S |nde2pendent. Also hote thay, — 0 asn — oo. Let
upperbound on this new network should also be an upperbodfidXit|"] = Pir such thaty ,_, P;; < nP. Now, for i ;17 2,
on the original one as presence of interference can onlyceedt(Yit|Sit) < log(2meVar(Y;, — a.S;;)) wherea = E{%ﬁsf as
the desired rate. Now, the new network can essentially EBown in [20]. Thus we obtain,
decomposed into a symmetteuser Gaussian IC and{ —2) " K
parallel point-to-point AWGN channels. Using the known 1 Zh(yﬂgu) < 1 log [We <1 + |h[? Zpit
upperbounds for each of these quantities, we easily artive a " ;= n =
the first upperbound. Py,
For the second upperbound, we consider a side-information +1+|h|gplt>]
converse akin to that given in Theorem([8]. Define

1 n
S1=hX1+ 2 < log |me <1+|h2(K_1) (nzplt>
Sa = hXs + 7y =

(lZ?:1P1t>
S3=85,=...5x = X;. 6 n
3 4 K 1 (6) +1+|h|2(%Zl;lPu)

( )
h(Y1e|S1e) — h(Z1e) + h(Yar|Sae) — h(Z2e)  (8)
( )

Xit + Zit — h(ZLt)] “+ ney (9)

and consider a genie-aided channel where a genie progides P

to receiveri. Clearly, the capacity region of this genie-aided < log {7?6 <1 +|h2(K —1)P + 2)} (10)
channel is an upperbound to the capacity region of the aigin L+[n2P

interference channel. Therefore, we can obtain an upperbouvhere the second step follows by Jensen’s inequality applie
for the sum-rate of the original channel by computing ab a concave function and the last step is due to the fact the
upperbound on the sum-rate of the genie-aided channel. Faugaction is increasing inP. Similar calculations yield

block of lengthn, Fano’s inequality gives

1 P
n(Ry + Ro+ -+ Ri) -~ D h(Yay|Sar) < log {We (1 +[h*P + Wpﬂ :

K t=1
<) XY ST A+ ey (11)
i=1 Further, noting that the Gaussian distribution maximiziés d
K ferential entropy under a given variance constraint so that
= ZHXZL?S?) + (Y XP[ST) + nen (X + Zy) < log(me(Py + 1)) and applying Jensen's
=1 inequality again, we get

2
= > h(S]) = h(SPIX]) + h(Y"|SF) — h(Y;"|ST, XT)

K
1
i—1 gz h(Xi + Ziy) < (K —2)log (me(1 + P)). (12)
K t=1 i=3
+Zh(}§ |57) — h(Y;"[S], XT) + nen Finally, using equations (9), (10), (11), (12) and the fact
=3 X that the noise has variande we get the desired upperbound
n n n n n R’weak’_
= h(ST) — h(Z3) + h(Y]*|ST) — h(ST + > hX; ub2 . , .
(57) (23) (#15T) (5 ; ) For the third upperbound, we first consider a network where

+ h(S™) — h(Z™) + h(Y.|ST) — h(S™ all the crosslinks between usérand userst, 5, ... K have _
(57) = h(Z1) + h(¥']52) = h(ST) been removed. Clearly, any upperbound on the sum-capacity

K
n n n of this channel (8-user IC - where uset is interfered by and
X+ 2Z7) — h(Z; n ) g ;
* ; (X{' 4+ 277) = M(Z7) + ne also interferes with userg and 3, and K — 3 parallel point-

to-point channels) is also an upperbound on the sum-cgpacit
of the original channel. First we look at thilsuser IC. Let
) the genie provide side-informatia#y, = hX; + Z3 to receiver

< h(Y{|ST) = h(Z7) + h(Y5'[S) — h(Z3)



[

1 and S; = X, to receiver2. Then, considering a block of
lengthn, Fano’s inequality gives

n(Ry + Ry + Ry) £
< I(XT; YT, S7) + T(X3 YSXT) + (X35 Y3) + ney s
= T(X7: S7) + I(XT5 YIS + T(X5: Y3 |XT) R
+ I(X:§L§ st) + ne, ;0.67
= h(S}) — h(SPIXT) + h(Y{'IST) — h(Y{| ST, X7)+ | |
0 0.5 1 15 2 2.5

h(Y5'[XT') = h(Y'[XT, X9) + h(Y5") — h(Y5'|X5) + nen ' a
= h(Y3") + h(YY"|ST) — h(Z3) — h(Z3)

— h(hX3 + hX3 + Z7) + h(X3 + Z3') + ne,
< h(Y3") + (YST) = h(Z3) — h(Z5)

— h(

Fig. 3. Per-user generalized degrees of freedom for the syritnstar GIC

(hXS + Z7) + M X3 + Z3) + ney, this with the point-to-point constraint of the othéf — 2
- i WY & (VLS (7 (7 13 parallel channels, we get’;°"
= ;[ (Yae) + h(Vuel Sue) = A(Zar) = P(Zs1)] 13 onthe otherhandg:"" " is simply obtained by combining
— W(AXE + Z1) + h(XJ + Z8) + nen (14) the individual point-to-point rate constraints of all theetu.s.
where (13) follows from the fact thab(hXy + Z7) = As in [8], we illustrate these bounds by plotting the

hhXY + h XY + Z71XY) < h(hX3 + hX5 + Z7). Now, corresponding per-user generalized degrees of freedom as a
since in the low interference regimé| < 1, by the worst function of the paramtes for different values ofi’. We also
case noise result [21], we get the following upperbound: include the corresponding curve from [8] féf = 2, which
1+ SNR is a symmetric fully connected GIC. In the_next section we
1+INR> (15) show that these degrees of freedom are achievable. Examinin
Fig. 3, several observations can be made. Firstifor 2 the
Also, as in the proof of the second upperbound, we have, corresponding curve has a “U” shape instead of the “W” shape
" seen forK = 2. Second forx < 2 the degrees of freedom per
1 Zh(YuISu) < log {W (1 +2h2P + il )} _user are increasing witlk'. Essentially, compared t& = 2,
n B 1+ |h]2P the sum-rate optimal strategy is giving more rate to user
(16) and reducing the rate of usérAs K increases, there are more
of these users and their share of the total rate is increasing

ldth#Z?)+lxX§%Z?)§log(

t=1

Further,h(Y3;) is maximized whenX;,, X3, ~ CN(0, P) so
that

%Zh(Ygt) <log [we (1 + |h*P + P)] . (17) IV. ACHIEVABILITY

t=1

Using (14),(15),(16),(17) and the point-to-point capgacit The main result of this paper is stated in the theorem below:

cak
bounds for each of the usefs... K, we getRys" as the  qheqrem 3. For the K -user symmetric Gaussian star IC, a

desired upperbound on the sum-rate.. , sum-rate withinO(K) bits of the bounds in Theorems 1 and
Theorem 2: For the K-user Gaussian symmetric star I1Cy s achievable.

the sum-capacity in the strong interference regime is upper

bounded by the minimum of the following two quantities: Proof: The achievability (upta)(K') bits) will be proved

separately in different parameter regimes.
REITO™ — log (14 INR + SNR) + (K — 2) log (1 + SNR)
(18)

R, = Klog (1+ SNR). (19) A Weak interference

Proof: In the strong interference regime, to prove the

first upperbound, consider a channel where all crosslinksl) INR < 1.: _Indthls rg‘glm(;,. mfthe (_jeterfm|n|st|c fcas;eall
between uset and users, 4, ... K have been removed. Any users transmit independent bits from interference freelsev

upperbound to this reduced channel2@@ser IC andK — 2 ln the E[;tausstlan casg, an gchlevzbls s<|:(hemed 'f to aII('?[W gll |
parallel point-to-point channels) is also an upperbounth& ransmitters 1o use f>aussian codebooks and transmit signa

original channel. In the strong interference regime2-aser using full power P. At the receivers, they treat interference

i i _ ak _ _
IC must satisfy MAC constraint at each receiver, so th&f no'Ee' C":SSV' the achievable sum-rat&fg’c,, = (K
1+

log(14INR+SNR) is an upperbound t&; + R,. Combining 1)10g 1+|NR> + log (1 + H(;’N% . Comparing this




with RYE™, we get,

(ﬁueak
S T

1+ SNR 14+ 200
(Kl)log(l SNR >+log<1+ SNR

THINR TF(K-1)INR
2(1 + SNR) K(1+SNR)
K—-1)1 _—_ 1 _—

< )Og<(2+SNR)>+Og<(K+SNR)
<(K-1)+logKk
— O(K). (20)

2) 1 <INR < v/SNR: (0 < o < 1): For the deterministic
case, stopping usdrfrom transmitting from any level, while
allowing other users to use all the available levels is optim

But such a scheme would not be optimal in the Gaussian case,
Here, we consider a type of a power controlled transmissi

scheme. All transmitters except transmitteruse Gaussian
codebooks and transmit signals using full power On the
other hand, transmittelr transmits at a poweP;, = P'~*, At
the receivers, all interference is treated as noise. Gletré
achievable sum-rate is

P
RYeak  — (K —1)log (14+ ———
achiev2 ( ) Og( + 1+ |h2p1>
Py
1 1
* Og( T E- 1)h|2P>

(K —1)log (1 + SN2R>

SNR
1 1 . (21
* °g< TINRA T (K - 1)INR)) (21)
Comparing this withR“5'* we get,
R R

< (K —=1)+1log(K(K — 1)) +log3

= O(K). 22)

Note that this scheme achieves all thie-2« available degrees
of freedom.

3) VSNR < INR < SNR: (3 < a < 1): Here also
power control is used essentially to silence transmitter
which is what is directly obtained from the deterministicea

All transmitters except transmittdr use Gaussian codebooks

and transmit signals using full powdr. On the other hand,

weak
Rub3

weak __ weak
53 - RubS

we get a constant bit gap as shown below:

weak
- Rachiev3

=log(1+ P + P“) +log <1 + 2P 4+

)

1+ P
— log(1 + P?)

e ) + log (2+P>
1+P (14 P)?
<log(l+ P*1) +log(2 + P' %)
<log2+log3
=0(1) (23)
where the second to last step follows from the fact thatl <

0 and1—2a < 0in this regime. All the availablé’ —1 degrees
of freedom can be achieved using this strategy.

= log(1 +

B. Strong interference

In this regime, the idea of interference alignment becomes
important and lattice coding techniques are used to show

?Qpproximate) achievability.

1) SNR < INR < SNRVSNR: (1 < a < 2): We consider
a nested lattice scheme inspired by the one used in [12]
to replicate the strategy for the deterministic IC in [15). |
the deterministic case, all the users except usdransmit
independent bits from all the available levels, while user
transmits at a lower rate and uses some of its availabledevel
judiciously to repeat a part of its information bits thatosik
other users to cancel the interference. Also, it does not use
some of the middle levels to transmit any bit. We use a similar
idea in the corresponding Gaussian case. The signal power as
observed at receiver is partitioned into the following levels:
pe p P2~ p>~1 1.0. Note that, fora > 1, the levels are
in a decreasing order of magnitude. Define

§p=P*—P
fy = P — P?~@

3 = P2~ — po~l, (24)

All the users except usear decompose the transmitted signal
into a sum of three independent components givenXhy=
S _, Xi(k); componentX; (k) being the user’s input to
the k*" transmit level. The signak;(k) is transmitted with
a power“% = 0, P~ so that, at receivet where each of
these signals interfere, it has a powgr

At the receivers of all the other usex 3,... K, the
observed signal power is split into the following levels:
pe, p,pHa=l pa-11.0. Here,1 < a < 2 ensures that
the levels are in order of magnitude. Again define

¢pr=P* =P
¢2 —pP— P2(a71)

¢3 — PZ(a—l) _ pa—1 (25)

transmitter1 does not transmit at all. At the receivers, alAs before, usefl also decomposes its transmitted signal into

interference is treated as noise. Clearly, the achievalnbe- s
rate isRV5k (K —1)log(1+SNR). Comparing this with

achievd —

components with a powe h@ = ¢pP'=%, so that, at all
the receivers where this signal interferes, it has a pogwer



which relate to the user rates as follows:

Ry = R3 = --- = Rg = min(ry,72) + min(rg, 3)

+ min(ré, r4)

=Trog+1r3+74

Ry = min(rlmg,r;) = r;. 27)

Hence, the achievable sum-rate is given by,

strong __
e o esaing achievl
in the first step (K 1)1 P _ P2—O¢ PQ—O[ _ P3—2Q
— o)
g 1+ pro 1+ p3—2a
e\ B (P2~ 1)) + log (P21 1), @8)
L, s RN , i . . .
e ﬁ“ BP 1@ i " Comparing this withR:" ™, we get,
my 1 0P | P 1 }r4 5Stmng
t t
=Ry = Ry
Fig. 4. Power-split for lattice codes when< % =log(l4+ P*“+ P)+ (K —2)log(1 + P)

P— P27a P2foc _ P372a
. _(K_1)1°g<<1+P2—“>( 1+ P3-2a )
However, usell assigns no power to the second level, so that

3—2a _ a—1 _
X: = X1(1) + X1(3). Further, userl transmits the same (P 1)) —log(P 1)
message from both the levels it seeks to use. Note that while< 10g(3P%) + (K — 2)log(2P) + (K — 1) log(8)
all users2, 3, ... K satisfy the power constraint with equality, (K —1)1 << 1+P ) < 1+ P2« > (P32a)>

userl transmits at a lower power. 14+ P2« 1+ P32«

For eacht, and¢,. that is used, a lattice code is selected as _ jo5(po—1 _ 1)
in [22] such that the spherical shaping region has an average o)
power per dimensio;, and ¢, respectively, and the lattice < log3 + log(P*) + )+ (K — . 2)log(P) + 3K
is good for channel coding. Further, the same code is chosen. 3 _ (i _ 1)]og (( ) ( pe ) p3- 20/))
for #, and ¢, to ensure alignment. The rate of the lattice is 2pP%2-« ) \ 2P3—2a
chosen to allow decoding of encoded messages as illustrated log(P*~!) + 1
in Figure 4. = log3 + 6(K — 1) + log(P*) + (K — 2)log(P)

Next we describe the decoding procedure at each receiver. (K = 1)log(P) — log(PO‘_l)
Decoding occurs from the top level downwards, treating the
signals from lower level as Gaussain noise. When the signal orm— log3 +6(K —1)
alevel is decoded, it is subtracted off completely, and degp = O(K). (29)
proceeds with the next highest level. At any level, an agapeeg .
signal is decoded first by decoding to the nearest latticatpoi 2 SNRVSNR < o < SNR?: (3 < a < 2): A similar
By making use of the available results in lattice coding fdpested lattice scheme is employed in this regime as well. In
Gaussian channels [22] and the fact that uséransmits the this regime too, the achievable strategy of the deterninist

same message at both levéland3, we arrive at the following €@S€ Provides us the clue to achievability in the Gaussian
rate bounds for decodability: case. The achievable strategy is similar to the previousneg

except that now the unused levels of uderare used to
pe_p transmit independent information bits. In the correspogdi
log ( ) Gaussian case, al the receivers, power is partitioned into

1+ P )
_ p2la the following levels: P>, p2(e=1) p, pa—1_p2-a 1 (. Note
ry < log ( T P a> that, for2 > a > % this is a decreasing order. As before,
P;r o _ pi-2a define
TSSIOg( 1+p3 2a ) 91:PQ—P2(O‘_1)
ry <log (P?72* —1) 0o =Pt —p
, <1 P2 a _ pa— 1 93:P_P04*1
e 0, = Pl - p>e (30)

ry <log (Pt —1) (26) 05 = P2 — 1. (31)



Fig. 5.

Power-split for lattice codes wheén> o > %

e ],  *n As before, comparing this wittR’,,”"?, we get,
62 P (3 \}rz
0, P T, 5strong
0, P T stron stron
o, P T, = R = Rocpicw
! =log(1+ P*+ P) + (K — 2)log(1 + P)
P a—1 a—1 2—«
o n. P-P pet—p
o P <K_1)10g<(1+1m—1>( 1+ p2o
05 pet Jrs Pa—l P2—a
O |, T P2 1)) —1 S
o (P 1)) g ( (D ) (P 1)
: <log(3P%) + (K — 2)log(2P) + (K — 1) log(8)
. 1+ P 14 po—t
P : — (K —1)1 pre
g o () () )
e’ 3 14 po?
‘ A, -1 — ) (P> log 4
o L Og<(1+P2a>( )>+ o
=i “ < log 3 + log(P* (K —2)log(P) + 3K

K-2)+
P

)+ ( .
(o) () )

~log <(2];:_a) (P“)) +log 4

3 (K

As illustrated in Fig. 5, signals transmitted with powgr
interfere other users at power leve],,. The lattice codes
used for transmission at each power level (frégnto 05) are
different from each other, but same for all users. Furthir, a
users except usdr transmits independent messages from the
different levels but uset transmits the same message from

=2+log3+6(K — 1)+ log(P“) +
— (K —1)log(P) — log(P*™1)
=2+log3 +6(K —1)

= O(K).

(K — 2)log(P)

(34)

03 and 0.

Note that for the entire range < « < 2, all the K + o —

By similar arguments as before, we arrive at the following degrees are freedom are achievable by doing interference

rate bounds for decodability:
P P2(a—1)
1 S 10g< 1 + PQ(a_l) )
P2 a—1)
)

(“rr
()
(remee

ro < log

rg < log

alignment using lattice codes.

3) INR > SNR?: (a > 2): The deterministic case strategy
is simply to ignore the interference as all of it sits above th
signal level of each user. Correspondingly, in the Gaussian
case in this regime, we use a very simple strategy where
all the users transmit at full power using the same lattice
code. At each receiver, first the total interference is dedod
treating its own signal as noise; then the decoded interfer-
ence is canceled out to decode its own signal. Clearly then,

pa-1_ p2-a . .
rs < log T P ) R;, = min <log (%) log(SNR)) , Vi = 1,2,...K,
- so that the achiveable sum-rate &'}, = K log(SNR).
rs <log (P~ — 1) (32)  comparing withR:,7"9, we see that
which relate to the user rates as follows: o5trond — RZ@’;W Rzi%j’;g s < K
Ry = R3 =+ - = Rg = min(ry,r3) + min(ra, 74) + 75 = O(K). (35)
=713+ 71y + 75 Thus we see that, for the entire range of interference, there

Ry = min(ry,r3,7r5) + min(rg, r4) = 74 + 75.

Hence the achievable sum-rate is given by,

strong __
achiev2 —

P— Poz—l Pa—l _ P2—a
K-11
( Mg((HPC“)( 1+ Pe )

(P>7* —1)) +log ((

(33)

Pozfl _ PQ*& C
14+ P2« )(P2 _1))'

are signalling strategies that achieve a sum-rate withix)
bits of the sum-capacity, irrespective of the channel gams

V. CONCLUSIONS

In this work we have characterized to within a finite number
of bits the sum-capacity of &-user symmetric star Gaussian
IC. The achievable schemes are designed from observations
made in the corresponding deterministic case. Future relsea
directions might include considering ICs with more connec-
tivity than the star network, as also asymmetric parameter



regimes, which would potentially increase our knowledge3s] R. Etkin and E. Ordentlitch, “On the degrees-of-freed@f the K

about capacity regions of various-user Gaussian ICs.
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