Northwester n Univer sity
Department of Electrical and Computer Engineering

ECE 428: Information Theory Spring 2004

Problem Set 4 Dateissued: April 20, 2004
Date Due:April 27, 2004

Reading Assignment: Finish Reading Chap. 5 (Sections 5)1- 5.8

Reminder: The midterm exam will be on Tuesday, May 4.

Do the following problems:

1. Consider a source alphabet with 4 lettéssa,,a;,a,}] and corresponding probabilities
P, > p, > pg > p,. FoOr this source, consider a Huffman code that encadasgle letter at a

time.
a. Find all possible values af, > p, > p, > p, such thaboth (2,2,2,2) and (1,2,3,3) are
optimal sets of codeword lengths (i.e. have the mininaverage length).

b. Can any other set of codeword lengths be optimal?

c. Is there a set of probabilitieg, > p,> p;>p, such that the minimum expected
codeword length for the source is greater than 27?

2. Problem 5.8 in C&T.

3. Run-Length Coding: A k-bit run-length code is a variable-to-fixed source codepheses a
sequence from a binary source into runs of identical sysrafdeéngth at most2-1.

e Ifarun of length less tharf & found, its length is encoded usikgits and the run is deleted
from the source.

e Ifarun of length greater than or equal fds2found k zero bits are emitted anti-21 bits are
deleted from the source.

For example ik=2 the sequence 0011111100 is encoded as 10001110.

Assume the binary soureg, X,, ... is a simple Markov chain with P¢(= X,.1) = ¢, and that the
first source symbol is always 0.

Find the entropy rate of the source as a functien of
b. Find the compression ratio (number of output bitsmmrt bit) as a function of and k.

c. Fore =.1 numerically find the best compression ratio achiemedcampare this to the
entropy rate. Repeat fer=.01.

d. Why might this type of code be used instead of a Hurffowale?
4. Problem 5.12 in C&T

5. Problem 5.24 in C&T (Hint: in part a. give an iteratiwderfor constructing the s&)



