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Abstract—We propose FRASA, Feedback Retransmission Approximation for Slotted ALOHA, to study the stability region of finite-user slotted ALOHA under collision channel. With FRASA, we derive in closed form the boundary of the stability region for any number of users in the system. The results derived from FRASA is identical to the analytical results of finite-user slotted ALOHA when there are two users. Simulation shows that the stability region obtained from FRASA is a good approximation to the stability region of finite-user slotted ALOHA. FRASA also has a wider range of applicability than the bounds derived in previous researches. We provide a convex hull bound, which is convex, piecewise linear and outer-bounds the stability region of FRASA. This bound can be obtained by using the transmission probability vector only. We also characterize $p$-convexity, an essential property that the stability region of FRASA should have to ensure the convex hull bound to be close to the boundary. From these, the stability region of FRASA can never be convex when there are more than two users. A separate convex and piecewise linear inner bound on the stability region of FRASA, the supporting hyperplane bound, is also given. The analytical findings with FRASA can also provide more insights on the characterization of the capacity region of other types of wireless random access networks.

I. INTRODUCTION / MOTIVATION

In the study of wireless mesh networks, one important performance measure is the capacity of the network when the effects of inter-link interference are considered. In particular, many researchers have focused on the design of interference-aware routing / traffic engineering algorithms to optimize the capacity of wireless mesh networks [1]–[3]. However, most of these works assume the existence of an ideal scheduler which can, in a centralized manner, coordinate and control link-level access of different nodes across the network. In contrast, practical wireless networks pre-dominantly use distributed random access protocols. The ability to characterize the capacity region of wireless random access networks has therefore become a pre-requisite for traffic engineering / optimization of such networks. Due to the complexity of the prevalent 802.11 MAC protocol, the analytical characterization of the capacity region of general 802.11-based networks seems to be forbiddeingly intractable [4]. We therefore choose to study slotted-ALOHA-based networks instead, in order to gain insights on the capacity region and thus, the design of interference-aware traffic engineering algorithms for general wireless random access networks.

The study of the stability region of slotted ALOHA has attracted many researchers [5]–[13]. Despite the simplicity of slotted ALOHA, this problem is extremely difficult when $M$, the number of users in the system, exceeds two, even on the collision channel assumption. Under this assumption, successful transmissions occur if and only if there is one active transmitter, because of the interference among the stations. The inherent difficulty in the analysis is due to the effect of queueing in each transmitter. More specifically, the probability of successful transmission depends on the number of active transmitters, which in turn depends on whether the queues in the transmitters are empty or not. However, the stationary joint queue statistics still do not have closed form to date.

Instead of finding the exact stability region, previous researchers have attempted to bound the stability region [5]–[7], [10], [12]. However, they did not require the bounds to be convex or piecewise linear, which is important in traffic engineering. Requiring such property reduces the traffic engineering problem into convex or linear programming, which is easy to compute. Therefore, we are motivated to derive convex and piecewise linear bounds on the stability region. We hope this work can serve as a basis and can be extended to consider multi-hop networks and interference models other than collision channel.

In this paper, we propose FRASA, Feedback Retransmission Approximation for Slotted ALOHA, as a surrogate to approximate finite-user slotted ALOHA. By considering FRASA, we make the following contributions:

1) We obtain in closed form the boundary of the stability region of FRASA under collision channel for any number of users in Section III. The results obtained from FRASA are identical to the analytical results of finite-user slotted ALOHA for $M = 2$.

2) We demonstrate by simulation in Section IV that the stability region obtained from FRASA is a good approximation to the stability region of finite-user slotted ALOHA. We also demonstrate that FRASA has a wider range of applicability than the existing bounds.
3) In Section V we provide a convex hull bound, which is convex, piecewise linear and outer-bounds the stability region of FRASA. This bound can be computed by using the transmission probability vector only. In Section VI we introduce p-convexity, which is essential to ensure the convex hull bound to be close to the boundary of the stability region of FRASA. The nonconvexity of the stability region of FRASA when \( M > 2 \) follows from these results.

4) A convex and piecewise linear inner bound on the stability region of FRASA, called the supporting hyperplane bound, is given in Section VII.

For the rest of the paper, we present related works in Section II. In Section VIII we conclude the paper and discuss future works.

II. RELATED WORKS

The study of the stability region of \( M \)-user infinite-buffer slotted ALOHA was initiated by [5] decades before, and is still an ongoing research. The authors in [5] obtained the exact stability region when \( M = 2 \) under collision channel. [6] and [7] used stochastic dominance and derived the same result as in [5] for the case of \( M = 2 \).

For general \( M \), there were attempts to find the exact stability region, but there was only limited success. [9] established the boundary of the stability region, but it involves stationary joint queue statistics, which still do not have closed form to date. [13] obtained in closed form a partial characterization on the boundary of the stability region under partial interference.

Instead, many researchers focused on finding bounds on the stability region for general \( M \). [5] obtained separate sufficient and necessary conditions for stability. [6] and [7] derived tighter bounds on the stability region by using stochastic dominance in different ways. [10] introduced instability rank and used it to improve the bounds on the stability region. However, the bounds in [6] and [10] are not always applicable.

Also, the bounds obtained may not be piecewise linear.

With the advances in multi-user detection, researchers also studied this problem with the multipacket reception (MPR) model. [11] studied this problem in the infinite-user, single-buffer and symmetric MPR case. [12] considered the problem with finite users and infinite buffer. They obtained the boundary for the asymmetric MPR case with two users, and also the inner bound on the stability region for general \( M \).

III. THE FRASA MODEL

In slotted ALOHA, there is a queue of infinite buffer at each transmitter. Packet arrivals are assumed to be Bernoulli. When a packet arrives, it joins the end of the queue. The head-of-line packet is transmitted when the transmitter decides to transmit, and it remains at head-of-line until it is successfully transmitted. This is depicted in the upper part of Fig. 1.

Due to the complexity introduced by the queues, we propose FRASA, Feedback Retransmission Approximation for Slotted ALOHA, as a surrogate to approximate finite-user slotted ALOHA. In FRASA, the buffer in each transmitter can hold one packet only. Whenever there is a packet in the buffer, if the transmitter decides not to transmit the packet, or the transmitter cannot successfully transmit the packet due to collision, the packet will be removed from the buffer and put back in the buffer again after a random delay which is geometrically distributed. Therefore, the aggregate arrival of packets to the buffer, which is defined as the sum of the new arrivals and the retransmissions, is assumed to be Bernoulli or memoryless. Similar approximation was introduced by [14]. FRASA is shown in the lower part of Fig. 1.

Assume there are \( M \) links in the network, and the set of links is denoted by \( \mathcal{M} = \{\mathcal{M}\}_{n=1}^{M} \). Denote this FRASA system by \( \mathcal{S} \). Let \( \mathbf{p} = (p_{n})_{n \in \mathcal{M}} \) be the transmission probability vector. Define \( \mathcal{P}_{n} = 1 - p_{n} \) for all \( n \in \mathcal{M} \). We first consider a reduced FRASA system, in which we let \( M - 1 \) of the links have fixed aggregate arrival rates and the remaining link is assumed with infinite backlog. Take \( \hat{n} \in \mathcal{M} \) to be the link with infinite backlog and denote this reduced FRASA system by \( \mathcal{S}_{\hat{n}} \). Let \( \chi_{n} \) be the aggregate arrival rate of link \( n \in \mathcal{M} \setminus \{\hat{n}\} \) where \( \chi_{n} \) is between zero and one. Hence, link \( \hat{n} \) is active with probability \( p_{\hat{n}} \), while for \( n \neq \hat{n} \), link \( n \) is active with probability \( \chi_{n} p_{\hat{n}} \). Therefore, \( \mathbf{\chi} = (\chi_{n})_{n \in \mathcal{M}} \) is the successful transmission probability vector and

\[
\mathbf{\chi}_{\hat{n}} = \begin{cases} 
\chi_{n} p_{\hat{n}} (1 - p_{\hat{n}}) & n \neq \hat{n} \\
\mathbf{p}_{\hat{n}} \prod_{n' \in \mathcal{M} \setminus \{\hat{n}\}} (1 - \chi_{n'} p_{\hat{n}}) & n = \hat{n}
\end{cases}
\]

with \( \mathbf{\chi}_{\hat{n}} > 0 \). We use the results from [15] to determine when \( \mathcal{S}_{\hat{n}} \) is stable: on the assumption that the arrival and the service processes of a queue are stationary, the queue is stable if the average arrival rate is less than the average service rate, and the queue is unstable if the average arrival rate is larger than the average service rate. Then, \( \lambda_{n} = \chi_{n}, \forall n \in \mathcal{M} \) is the parametric form of the boundary of the stability region of \( \mathcal{S}_{\hat{n}} \). We can obtain a non-parametric version by using (1) as follows.

**Lemma 1:** Consider \( \mathbf{\chi}_{\hat{n}} \). When

\[
\frac{\lambda_{\hat{n}} (1 - p_{\hat{n}})}{p_{\hat{n}}} \geq \frac{\lambda_{n} (1 - p_{n})}{p_{n}} \geq 0
\]

is satisfied for all \( n \in \mathcal{M} \setminus \{\hat{n}\} \), the hypersurface \( \mathcal{F}_{\hat{n}} \), i.e.,

\[
\prod_{n' \in \mathcal{M}} [\lambda_{n'} (1 - p_{n'}) + \lambda_{n'} p_{\hat{n}}] = p_{\hat{n}} [\lambda_{\hat{n}} (1 - p_{\hat{n}})]^{M-1}
\]

is the non-parametric form of the boundary of the stability region of \( \mathcal{S}_{\hat{n}} \).
Recall the system is stable if all queues in the system are stable [9], [10], [12], [13], and notice the expression \( \lambda_n (1 - p_n) \) in (2) is identical to the instability rank introduced in [10]. When \( \max_{n \in M} \frac{\lambda_n (1 - p_n)}{p_n} = \frac{\lambda_n (1 - p_n) \hat{n}}{p_n} \) holds as in (2), link \( \hat{n} \) is the most probable one to be the first unstable link. Hence, we let link \( \hat{n} \) to be infinitely backlogged and use Lemma 1 to obtain the stability region of FRASA as in the following Theorem.

**Theorem 1:** \( \mathcal{R} = \bigcup_{\hat{n} \in M} \mathcal{R}_{\hat{n}} \) is the stability region of FRASA, where \( \mathcal{R}_{\hat{n}} \) is represented by:

\[
\frac{\lambda_{\hat{n}} (1 - p_{\hat{n}})}{p_{\hat{n}}} \geq \frac{\lambda_n (1 - p_n)}{p_n} \geq 0, \forall n \in M \setminus \{\hat{n}\},
\]

(4)

\[
\prod_{n' \in M} [\lambda_{n'} (1 - p_{n'}) + \lambda_{n'} p_{n'}] < p_n [\lambda_{\hat{n}} (1 - p_{\hat{n}})]^{M-1}.
\]

(5)

The union here is actually a disjoint union.

We first illustrate our results for \( M = 2 \). When

\[
\frac{\lambda_1 (1 - p_1)}{p_1} \geq \frac{\lambda_2 (1 - p_2)}{p_2} \geq 0
\]

holds, the boundary of the stability region of FRASA is

\[
\lambda_1 [\lambda_1 (1 - p_1) + \lambda_2 p_1] = p_1 \lambda_1 (1 - p_1),
\]

which is reduced to

\[
\lambda_1 = p_1 \left(1 - \frac{\lambda_2}{1 - p_1}\right)
\]

after simplification. Geometrically, it is a straight line joining the points \((p_1, 0)\) and \((p_1 p_2, p_2 p_1)\). This is depicted in the bottom left of Fig. 2. By symmetry, we also get

\[
\lambda_2 = p_2 \left(1 - \frac{\lambda_1}{1 - p_2}\right)
\]

as the boundary of the stability region of FRASA when

\[
\frac{\lambda_2 (1 - p_2)}{p_2} \geq \frac{\lambda_1 (1 - p_1)}{p_1} \geq 0
\]

holds. This is a straight line joining the points \((0, p_2)\) and \((p_1 p_2, p_2 p_1)\). This is shown in the bottom center of Fig. 2. The bottom right of Fig. 2 contains the final result of the stability region obtained from FRASA. The stability region derived in [6] is illustrated in top row of Fig. 2 for comparison. We see that the final results are identical to each other.

Next we consider the case of \( M = 3 \) and each link has a transmission probability of 0.3. Figs. 3(a), 3(b) and 3(c) illustrate the results of Lemma 1 for \( S_1, S_2 \) and \( S_3 \) respectively. The single-colored hyperplanes in Figs. 3(a), 3(b) and 3(c) form the partition of the positive orthant generated by (2), while the multi-colored hypersurfaces come from (3). The union of these regions constitutes the stability region in Fig. 3(d) as stated in Theorem 1. Another example is shown in Figs. 4(a)-4(d), in which each link transmits with probability 0.6.

**IV. VALIDATION OF THE FRASA MODEL**

**A. Simulation Results**

In this section, we first use simulation to verify if FRASA is a good approximation to finite-user slotted ALOHA. Since when \( M = 2 \), we obtain identical results for both FRASA and finite-user slotted ALOHA, we consider \( M = 3 \) here.

To determine the boundary of the stability region, we use the following approach based on bisection method [16]. Given any \( p = (p_1, p_2, p_3) \), for any \( \lambda_1 \) and \( \lambda_2 \) between zero and one, let the initial search range of \( \lambda_3 \) be \([0, 1]\) and set \( \lambda_3 \) to be the midpoint of the search range. Then we let \( \lambda = (\lambda_1, \lambda_2, \lambda_3) \) be the arrival probabilities of the links and simulate the slotted ALOHA system. We use the algorithm proposed in [17] to check the stability of the queues in the system and conclude the stability of the system. This algorithm uses the statistics of the queue lengths to estimate the time-average of the growth rate of the queues. If the algorithm indicates that the system is stable, we set the next search range of \( \lambda_3 \) to be the upper half of the original one; otherwise, we use the lower half as the next search range. We iterate until the search range is sufficiently small. Then we take the midpoint of the final search range to be the boundary value of \( \lambda_3 \) for the given values of \( \lambda_1 \) and \( \lambda_2 \). We repeat this procedure for any combination of \( \lambda_1 \) and \( \lambda_2 \) to get the boundary of the stability region.

For illustrative purposes, we only show the cross-sections of the stability regions. We first let all links transmit with probability 0.3. In Fig. 5(a) we depict the cross-sections of the stability regions by fixing \( \lambda_2 \), while in Fig. 5(b) the cross-sections of the stability regions are obtained by fixing \( \lambda_1 \). The solid lines represent the simulation results while the dash-dot lines are obtained from FRASA. In Figs. 6(a) and 6(b) we show the corresponding results by changing the transmission probabilities of all links to 0.6. From these results, the stability region of FRASA can be regarded as a good approximation to the stability region of finite-user slotted ALOHA.

**B. Comparison to Previous Bounds**

Here, we demonstrate that FRASA is a good approximation to finite-user slotted ALOHA by showing the boundary values obtained from FRASA lie inside the upper and lower bounds in [10]. We fix the loading of the first \( M - 1 \) links, evaluate
instability rank; (d) having maximum instability rank; (b) \(M\), stability region with link 3 having maximum instability rank; (c) \(M\), the whole stability region.

Fig. 4. Stability region of FRASA with \(M = 3\) and transmission probabilities 0.6 by Lemma 1 and Theorem 1: (a) \(M_1\), stability region with link 1 having maximum instability rank; (b) \(M_2\), stability region with link 2 having maximum instability rank; (c) \(M_3\), stability region with link 3 having maximum instability rank; (d) \(M\), the whole stability region.

Fig. 5. Cross-section of stability region with \(M = 3\) and transmission probabilities 0.3: (a) \(\lambda_2\) fixed, (b) \(\lambda_1\) fixed.

Fig. 6. Cross-section of stability region with \(M = 3\) and transmission probabilities 0.6: (a) \(\lambda_2\) fixed, (b) \(\lambda_1\) fixed.

The “Exact” value of \(\lambda_M\) from FRASA, and evaluate the “Upper” bound and “Lower” bound of \(\lambda_M\) by using Theorems 3 and 5 in [10] respectively. Before showing this, we point out that the bounds in [10] are applicable only when the instability rank assumption, i.e., link \(M\) has the highest instability rank, holds. This is best illustrated by the following examples. Consider a slotted ALOHA system with two users. We let both links transmit with probability 0.6. We keep increasing \(\lambda_1\) while assuming \(\frac{\lambda_1(1-p_1)}{p_1} \leq \frac{\lambda_2(1-p_2)}{p_2}\), and evaluate the upper bound on \(\lambda_2\) by using Theorem 3 in [10]. When \(\lambda_1 > \frac{p_1}{p_2}\), the upper bound, i.e., \(\lambda_{2,\text{max}}\), satisfies \(\frac{\lambda_2(1-p_2)}{p_2} \leq \frac{\lambda_{2,\text{max}}(1-p_2)}{p_2} < \frac{\lambda_1(1-p_1)}{p_1}\), showing that the instability rank assumption does not hold. We change the transmission probabilities of both links to 0.3 and repeat the whole process, but evaluate the lower bound on \(\lambda_2\) by using Theorem 5 in [10]. It is found that when \(\lambda_1 > p_1p_2\), the lower bound, i.e., \(\lambda_{2,\text{min}}\), satisfies \(\frac{\lambda_{2,\text{min}}(1-p_2)}{p_2} < \frac{\lambda_1(1-p_1)}{p_1}\), and we cannot conclude whether the instability rank assumption is valid or not. These results are depicted in Figs. 7(a) and 7(b) respectively. In the case of \(M = 2\), we already have the complete characterization on the boundary of the stability region, therefore we can explicitly evaluate \(\lambda_2\) and show that when \(\lambda_1 > p_1p_2\), the instability rank assumption does not hold, and the Theorems in [10] are not applicable. When \(M > 2\), if there are some \(\lambda_n\) satisfying \(\lambda_n > p_n\) \(\prod_{n' \in M \setminus \{n\}} p_{n'}\), it is difficult to predict whether the instability rank assumption is valid or not. When the instability rank assumption is not valid, one may tempt to switch the order of the links to keep the validity of the assumption. But in this case, we even cannot determine the stability of the links with instability ranks higher than that of link \(M\), because the bounds on link \(n\) depend on
the loadings on the links having smaller instability ranks than link \( n \) [10]. Therefore, when using the bounds in [10], we cannot set the loadings on the first \( M - 1 \) links too large in order to maintain the instability rank assumption.

However, there is no such restriction in computing the “Exact” value of \( \lambda_M \) from FRASA. We first let link \( M \) be the link with the highest instability rank, i.e., \( \hat{n} = M \). Then we solve (3) for \( \lambda_M \), which is an equation of degree \( M - 1 \), and get \( M - 1 \) values of \( \lambda_M \). Exactly one of them is the desired value, which makes the instability rank of link \( M \) the highest. Otherwise, we find the link with the highest instability rank among the first \( M - 1 \) links. We let it equals \( \hat{n} \) and solve (3) for \( \lambda_M \), which is an equation of degree one. In this case, we get a nonnegative value which is the desired value of \( \lambda_M \). Otherwise, we conclude that with the loadings on the first \( M - 1 \) links, it is impossible to keep the system stable no matter how small \( \lambda_M \) is.

To compare the numerical values computed from FRASA against the bounds in [10], we consider the numerical examples in [6] and [10]. Due to space constraints, we only show the examples in [10], which are reproduced in Tables I-IV. The values of the loadings are classified into four groups in each table. In G1, one or more values of \( \lambda_n \) are zero. In G2, all \( \lambda_n \) are approximately equal to \( \frac{1}{2}p_n \prod_{n' \in \mathcal{M} \setminus \{n\}} p_{n'} \). In G3, all \( \lambda_n \) are close to \( p_n \prod_{n' \in \mathcal{M} \setminus \{n\}} p_{n'} \). In G4, one or more \( \lambda_n \) satisfy \( \lambda_n > p_n \prod_{n' \in \mathcal{M} \setminus \{n\}} p_{n'} \), and these \( \lambda_n \) are marked with asterisks in the tables. In all cases, the values predicted from FRASA lie inside the upper and lower bounds in [10]. Simulations are also performed for all examples in [6] and [10], and the results are shown in brackets in the tables. While the difference between the simulation result and the predicted value from FRASA can be as large as 40% (the first case of G4 in Table II), for most cases, 82 (resp. 90) out of 96, the simulation results are within \( \pm 2\% \) (resp. \( \pm 10\% \)) from the values predicted from FRASA.

### V. Convex Hull Bound

In this section, we develop an outer bound on the stability region of FRASA that is guaranteed to be convex and piecewise linear by using corner points of the stability region of FRASA. The definition of corner point is as follows. First we choose any \( \hat{n} \in \mathcal{M} \). For any \( \mathcal{M}' \subseteq \mathcal{M} \setminus \{\hat{n}\} \), we let \( \chi_n \) have the following values for all \( n \in \mathcal{M} \setminus \{\hat{n}\} \):

\[
\chi_n = \begin{cases} 
1, & n \in \mathcal{M}' \\
0, & n \in \mathcal{M} \setminus (\mathcal{M}' \cup \{\hat{n}\})
\end{cases}.
\]

From this construction, for each \( \mathcal{M}' \) we obtain a corner point \( \Pi_{\mathcal{M}}(\mathcal{M}' \cup \{\hat{n}\}) = \left( \Pi_{\mathcal{M}}(\mathcal{M}' \cup \{\hat{n}\}) \right)_{n \in \mathcal{M}} \), where

\[
\Pi_{\mathcal{M}}(\mathcal{M}' \cup \{\hat{n}\}) = \begin{cases} 
p_n \prod_{n' \in \mathcal{M}' \setminus \{\hat{n}\}} p_{n'}, & n \in \mathcal{M}' \cup \{\hat{n}\} \\
0, & n \notin \mathcal{M}' \cup \{\hat{n}\}
\end{cases}.
\]

These corner points, by construction, lie on the boundary of the stability region of FRASA because they satisfy the parametric form (1). We first obtain the following Lemma, stating the relationship between the boundary of the stability region of FRASA and the corner points.

**Lemma 2:** The boundary of the stability region of \( \mathbb{F}_{\hat{n}} \), i.e., the hypersurface \( \mathbb{F}_{\hat{n}} \), is contained in the convex hull \( \mathcal{H}_{\hat{n}} \) generated by the corner points \( \Pi_{\mathcal{M}' \cup \{\hat{n}\}}(\mathcal{M}' \cup \hat{n}) \) for all \( \mathcal{M}' \subseteq \mathcal{M} \setminus \{\hat{n}\} \), i.e., every point satisfying (3) is a convex combination of the corner points \( \Pi_{\mathcal{M}}(\mathcal{M}' \cup \{\hat{n}\}) \) for all \( \mathcal{M}' \subseteq \mathcal{M} \setminus \{\hat{n}\} \).

By using Lemma 2 and Theorem 1, we obtain the following Theorems about using convex hulls to bound the stability region of FRASA. To obtain the bounds from these Theorems, we only have to know the coordinates of all corner points, which can be computed from (6) based on the transmission probability vector only.

**Theorem 2 (Bound of Convex-Hull Union):** The convex hull generated by \( \Pi_{\mathcal{M}}(\mathcal{M}' \cup \{\hat{n}\}) \) for all \( \mathcal{M}' \subseteq \mathcal{M} \setminus \{\hat{n}\} \) together with \( 0 \), i.e., the origin, is a piecewise linear outer bound on \( \mathbb{F}_{\hat{n}} \). Denote this convex hull by \( \mathcal{H}_{\hat{n}} \). Therefore, the union of these \( \mathcal{H}_{\hat{n}} \) for all \( \hat{n} \in \mathcal{M} \), i.e., \( \bigcup_{\hat{n} \in \mathcal{M}} \mathcal{H}_{\hat{n}} \), is a piecewise linear outer bound on the stability region of FRASA. The union here is also disjoint.

**Proof:** Refer to Appendix A.
TABLE III

<table>
<thead>
<tr>
<th>(\lambda_1)</th>
<th>(\lambda_2)</th>
<th>(\lambda_3)</th>
<th>(\lambda_4)</th>
<th>Upper</th>
<th>Exact (Simulation)</th>
<th>Lower</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
</tr>
<tr>
<td>G2</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
</tr>
<tr>
<td>G3</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
</tr>
<tr>
<td>G4</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
<td>0.036</td>
</tr>
</tbody>
</table>

Theorem 3 (Convex Hull Bound): \(\mathcal{H}\), the convex hull generated by \(\Pi^{\lambda_k(M)}\) for all \(M' \subseteq M\), is a convex and piecewise linear outer bound on the stability region of FRASA.

Theorem 3 follows immediately by noticing that \(\mathcal{H}\) is the convex hull of \(\overline{\mathcal{H}}\).

In finding the bounds on \(\lambda_M\) given the loadings on the other links, we do not have to rely on the instability rank assumption as in [10]. To apply Theorem 2, we first assume link \(M\) to have the highest instability rank, and generate the corresponding convex hull. If the assumption is valid, we can find a lower bound and an upper bound from the convex hull. Otherwise, we choose from the remaining links the link with the highest instability rank and repeat the process. Theorem 3 can be applied in any case in finding the upper bound.

We demonstrate the results from these Theorems in the following examples. Figs. 8(a), 8(b) and 8(c) illustrate the results of Theorem 2, assuming the transmission probabilities of all links are 0.3. The polytopes shown in these figures are the convex hulls \(\mathcal{H}_1, \mathcal{H}_2\) and \(\mathcal{H}_3\) generated by the corresponding corner points respectively. Fig. 8(d) shows \(\overline{\mathcal{H}}\), the union of the convex hulls in Figs. 8(a), 8(b) and 8(c). Fig. 8(e) depicts \(\mathcal{H}\), the convex hull generated by all corner points. The polytopes in Figs. 8(d) and 8(e) are identical. To show that this is not necessarily true, we give another example in which the transmission probabilities of all links are 0.6. In this example, \(\overline{\mathcal{H}}\) in Fig. 9(d) is contained inside \(\mathcal{H}\) in Fig. 9(e).

VI. p-Convexity

From the examples shown in previous section, the bounds on the stability region of FRASA obtained from Theorems 2 and 3, i.e., \(\overline{\mathcal{H}}\) and \(\mathcal{H}\) respectively, need not be identical. Recall that both \(\overline{\mathcal{H}}\) and \(\mathcal{H}\) are completely characterized by the transmission probability vector only. Intuitively, for \(\overline{\mathcal{H}} = \mathcal{H}\), we require \(\mathcal{H}\) to be a convex set, which means the transmission probability vector may need to satisfy some “convexity” conditions. In this section, we formalize these ideas and investigate the necessary and sufficient condition for \(\overline{\mathcal{H}}\) and \(\mathcal{H}\) to be identical.

We first define p-convexity, and characterize the condition on the transmission probability vector for p-convexity to hold.

Definition 1: We use the corner points \(\Pi^{\lambda_k(M)}(n)\) for each \(n \in M\) to form a hyperplane \(\Omega^M\). If the corner points \(\Pi^{\lambda_k(M)}\) and \(0\) lie on opposite sides of \(\Omega^M\), or \(\Pi^{\lambda_k(M)}\) lies on \(\Omega^M\), the stability region of FRASA is said to be p-convex.

Theorem 4: The stability region of FRASA is p-convex if and only if

\[
\sum_{n \in M} p_n \leq 1.
\]
For example, if we assume all links have the same priority, we may set each \( p_n \) to be \( \frac{1}{M} \).

From Theorem 3, we know \( \overline{\mathcal{H}} \subseteq \mathcal{H} \). We observe that if the stability region of FRASA with link set \( \mathcal{M} \) is \( p \)-convex, then the stability region of FRASA with link set \( \mathcal{M}' \), where \( \mathcal{M}' \subseteq \mathcal{M} \) and \( |\mathcal{M}'| \geq 2 \), is also \( p \)-convex. It is because if (7) is satisfied, then \( \sum_{n \in \mathcal{M}'} p_n \leq 1 \) must be satisfied also. We now give a necessary and sufficient condition for the equality of \( \overline{\mathcal{H}} \) and \( \mathcal{H} \) based on this observation.

**Theorem 5:** \( \overline{\mathcal{H}} = \mathcal{H} \) if and only if the stability region of FRASA is \( p \)-convex.

**Proof:** Refer to Appendix B.

From Theorems 4 and 5, we know that (7) guarantees the stability region of FRASA to be \( p \)-convex. Then, can (7) assure the convexity of the stability region of FRASA? Recall Theorem 1 that the boundary of the stability region of FRASA consists of \( M \) hypersurfaces, i.e., \( \mathcal{F}_{\hat{n}} \) for all \( \hat{n} \in \mathcal{M} \). Also, Lemma 2 says that for each \( \hat{n} \in \mathcal{M} \), the hypersurface \( \mathcal{F}_{\hat{n}} \) is contained inside the convex hull \( \mathcal{H}_{\hat{n}} \). If (7) holds, we need an additional condition to guarantee the convexity of the stability region of FRASA: for all \( \hat{n} \in \mathcal{M} \), \( \mathcal{F}_{\hat{n}} \) is a hyperplane, meaning that \( \mathcal{F}_{\hat{n}} = \mathcal{H}_{\hat{n}} \). This additional condition is satisfied when \( M = 2 \) as illustrated in section III. Therefore, for \( M = 2 \), \( p \)-convexity is equivalent to convexity and (7) guarantees the convexity of the stability region of FRASA. However, this is not the case for \( M > 2 \) since if such a hyperplane exists for some \( \hat{n} \), the boundary of the stability region of FRASA is linear in \( \lambda_{\hat{n}} \), contradicting to the non-parametric form (3) that the boundary is of degree at least two in \( \lambda_{\hat{n}} \) when \( M > 2 \). Hence, the nonconvexity of the stability region of FRASA when \( M > 2 \) follows.

Consider again the examples in Figs. 8 and 9. In Fig. 8, \( \sum_{n \in \mathcal{M}} p_n = 0.9 \leq 1 \), therefore the stability region is \( p \)-convex and \( \overline{\mathcal{H}} = \mathcal{H} \). On the other hand, in Fig. 9, \( \sum_{n \in \mathcal{M}} p_n = 1.8 > 1 \), and \( \overline{\mathcal{H}} \subseteq \mathcal{H} \). In other words, the convex hull bound is tighter if and only if the stability region is \( p \)-convex. We remark that even if the stability region may not be \( p \)-convex, the convex hull bound is still a valid convex and piecewise linear outer bound on the stability region of FRASA.

**VII. SUPPORTING HYPERPLANE BOUND**

In this section, we give a convex and piecewise linear inner bound on the stability region of FRASA by using *supporting hyperplanes*. Recall that a supporting hyperplane of a convex...
set is a hyperplane such that it intersects with the convex set and the convex set entirely belongs to only one of the closed half spaces generated by the hyperplane. This inner bound is obtained based on the result of Lemma 2.

**Theorem 6 (Supporting Hyperplane Bound):** For each \( \tilde{n} \in \mathcal{M} \), we construct a supporting hyperplane \( P_{\tilde{n}} \) which supports the convex hull \( H_{\tilde{n}} \) in Lemma 2 at \( \Pi^{p}(\mathcal{M}) \) such that

1. \( \tilde{n} \) lies below \( H_{\tilde{n}} \); and
2. \( \tilde{n} \) has positive intercepts on all coordinate axes.

We let \( S_{\tilde{n}} \) be the closed half space below \( P_{\tilde{n}} \). Then the intersection of all these half spaces in the positive orthant, \( i.e., S = \bigcap_{\tilde{n} \in \mathcal{M}} S_{\tilde{n}} \cap \{ \lambda: \lambda_n \geq 0, \forall n \in \mathcal{M} \}, \) is a convex and piecewise linear inner bound on the stability region of FRASA.

**Proof:** Refer to Appendix C.

Consider the case that \( M = 2 \) as in Fig. 10. First we choose the hyperplanes as stated in Theorem 6. Specifically, the line segment between \( (p_1, 0) \) and \( (p_1, 0) + (p_2, p_2 \tilde{p}_1) \) is the convex hull \( H_1 \). Then we choose any point \( (p'_1, 0) \) on \( \lambda_1 \)-axis such that \( p_1 \tilde{p}_2 \leq p'_1 \leq p_1 \) and form the hyperplane \( P_1 \), \( i.e., \) the line passing through \( (p'_1, 0) \) and \( (p_1, 0) + (p_2, p_2 \tilde{p}_1) \). Similarly, we choose a point \( (0, p'_2) \) on \( \lambda_2 \)-axis such that \( p_2 \tilde{p}_2 \leq p'_2 \leq p_2 \) and form the hyperplane \( P_2 \). These hyperplanes are shown as the red dashed lines in Fig. 10. The intersection of the closed half spaces below the red lines in the positive quadrant is the inner bound from Theorem 6.

This supporting hyperplane bound is arbitrary, in the sense that for each \( \tilde{n} \in \mathcal{M} \), as long as the hyperplane constructed satisfies the requirements listed, \( S \) will be an inner bound. If we require the inner bound to occupy the maximum hypervolume, then this problem is equivalent to finding a maximum-hypervolume convex subset of the stability region of FRASA. To the best of our knowledge, this is studied only for \( M = 2 \) [18]. In this case, the problem is to find the maximum-area convex subset of a polygon. We recall some related definitions. A reflex vertex is a vertex of a polygon such that the angle at the vertex inside the polygon is reflex. A chord is a maximal line segment contained in the polygon.

First we consider the case that \( p_1 + p_2 > 1 \), \( i.e., \) the stability region of FRASA is not \( p \)-convex. In this case, as depicted in Fig. 10, the reflex vertex is \( (p_1, p_2 \tilde{p}_1) \). By calculus, the maximum-hypervolume convex subset is either the region below the chord between \( (p_1, 0) \) and \( (0, \tilde{p}_1) \), or the region below the chord between \( (0, p_2) \) and \( (\tilde{p}_2, 0) \), depending on the values of \( p_1 \) and \( p_2 \). This is a special case of the result in [18]. Suppose the region below the chord between \( (p_1, 0) \) and \( (0, \tilde{p}_1) \) is the maximum-hypervolume convex subset of the stability region of FRASA. If we partition this chord about \( (p_1 \tilde{p}_2, p_2 \tilde{p}_1) \), we obtain two line segments: one of these lies on a supporting hyperplane of the boundary between \( (p_1, 0) \) and \( (p_1 \tilde{p}_2, p_2 \tilde{p}_1) \), while the other lies on a supporting hyperplane of the boundary between \( (0, p_2) \) and \( (p_1 \tilde{p}_2, p_2 \tilde{p}_1) \). Similar observations can also be found when the region below the chord between \( (0, p_2) \) and \( (\tilde{p}_2, 0) \) is the maximum-hypervolume convex subset of the stability region of FRASA. This means when the stability region is not \( p \)-convex, if we require the inner bound to have the maximum hypervolume, the supporting hyperplanes we need in Theorem 6 coincide.

On the other hand, if the stability region of FRASA is \( p \)-convex, as stated in previous section, \( p \)-convexity is equivalent to convexity. When \( p_1 + p_2 < 1 \), the stability region is \( p \)-convex and also convex, and the stability region itself is the maximum-hypervolume convex subset. In this case, the line segments of the boundary are already the supporting hyperplanes we need.

**VIII. Conclusion**

In this paper, we proposed FRASA, Feedback Retransmission Approximation for Slotted ALOHA, to serve as a surrogate to approximate finite-user slotted ALOHA. From FRASA, we obtained in closed form the exact stability region for any number of users in the system under collision channel. We illustrated that the results from FRASA are identical to the analytical results of finite-user slotted ALOHA when there are two users. Simulation showed that the stability region obtained from FRASA is a good approximation to the stability region of finite-user slotted ALOHA. We demonstrated that our results from FRASA has a wider range of applicability than the existing bounds. We also established a convex hull bound, which is convex, piecewise linear and outer-bounds the stability region of FRASA. This convex hull bound can be generated by using the transmission probability vector only. We introduced \( p \)-convexity, which is essential to ensure the convex hull bound to be close to the boundary of the stability region of FRASA. From these results, we deduced that the stability region of FRASA is nonconvex when there are more than two users. A separate convex and piecewise linear inner bound, supporting hyperplane bound, was also introduced.

We have only considered the stability of slotted ALOHA under collision channel. The collision channel assumption may not always hold, because the interference among stations may not be large enough to corrupt the packet receptions when the stations are spaced far away. We may extend our work to take into account the signal-to-noise ratio and consider different types of interference models. The model in this paper only covers the case of single-hop networks. Therefore, another possible extension is to consider the generalization of this work to multi-hop wireless networks. Also, extending the results on maximum-area convex subsets to cover the case of more than two users helps providing a better inner bound on
the stability region of FRASA. The stability region of FRASA, the convex hull bound and the supporting hyperplane bound obtained may be used in designing interference-aware traffic engineering algorithms in wireless random access networks.

APPENDIX

A. Proof of Theorem 2

Consider the reduced FRASA system \( \hat{H}_n \) and let \( M' \subseteq \hat{M}_n \setminus \{ \hat{n} \} \). From (6), for every \( n \in \hat{M}_n \setminus \{ \hat{n} \} \), all corner points \( \Pi_p^{M}(M' \cup \{ \hat{n} \}) \) with \( n \in M' \setminus \{ \hat{n} \} \) and 0 lie on the boundary \( \lambda_n(1-p_n)=\lambda_n(1-p_n) \), all corner points \( \Pi_p^{M}(M' \cup \{ \hat{n} \}) \), with \( n \notin M' \cup \{ \hat{n} \} \) and 0 lie on the boundary \( \lambda_n(1-p_n)=0 \). Also, for all \( n \in \hat{M}_n \setminus \{ \hat{n} \} \), the condition \( 0 \leq \lambda_n \leq 1 \) implies none of the corner points lie outside the region \( \lambda_n(1-p_n) \geq \lambda_n(1-p_n) \geq 0 \). Hence, for all \( n \in \hat{M}_n \setminus \{ \hat{n} \} \), \( \lambda_n(1-p_n)=\lambda_n(1-p_n)=0 \) are the boundaries of both \( \hat{H}_n \) and \( \hat{H}_n \). Therefore, from Lemma 2, \( \mathcal{R}_n \subseteq \hat{H}_n \), and \( \mathcal{R} = \bigcup \mathcal{R}_n \subseteq \bigcup \hat{H}_n = \hat{H} \). Since the boundaries \( \lambda_n(1-p_n)=\lambda_n(1-p_n)=0 \) are linear and the convex hull generated by a set of points is piecewise linear, \( \hat{H} \) is piecewise linear.

B. Proof of Theorem 5

Notice that \( \hat{H} \) is the convex hull of \( \hat{H} \). The corner points either lie on the boundary of \( \hat{H} \) or in the interior of \( \hat{H} \). If the stability region of FRASA is \( \hat{p} \)-convex, we only need to show that all corner points lie on the boundary of \( \hat{H} \). It is because if all corner points are on the boundary of \( \hat{H} \), then the union \( \bigcup \hat{H}_n \) is convex and hence \( \mathcal{H} \cup \hat{H} = \hat{H} \). Consider \( \hat{M} = 2 \). When forming the convex hull \( \hat{H} \), either

1) \( \Pi_p^{\hat{M}}(M') \) lies on \( \Omega^M \), meaning that \( \Omega^M \) is part of the boundary of \( \hat{H} \); or

2) \( \Pi_p^{\hat{M}}(M') \) and 0 lie on opposite sides of \( \Omega^M \), which means \( \Omega^M \) will not be the boundary of \( \hat{H} \) because there is a corner point \( \Pi_p^{\hat{M}}(M') \) lying beyond \( \Omega^M \).

In both cases, \( \Pi_p^{\hat{M}}(M') \) lies on the boundary of \( \hat{H} \). For general values of \( M \) greater than two, we consider all \( M' \subseteq \hat{M}_n \) where \( 2 \leq |M'| < M \) in ascending order of \( |M'| \). Because the stability region of FRASA with link set \( M' \) is also \( \hat{p} \)-convex, by repeating the arguments as above, we see that now all corner points except \( \Pi_p^{\hat{M}}(M') \) are on the boundary of \( \hat{H} \) and \( \Omega^M \) is the boundary of the stability region farthest away from 0. Now we consider the corner point \( \Pi_p^{\hat{M}}(M') \). We can apply similar arguments as above to show that \( \Pi_p^{\hat{M}}(M') \) lies on the boundary of \( \hat{H} \). Hence, \( \mathcal{H} = \hat{H} \). On the other hand, if the stability region of FRASA is not \( \hat{p} \)-convex, then \( \Pi_p^{\hat{M}}(M') \) lies in between 0 and \( \Omega^M \). Therefore, at least one corner point does not lie on the boundary of \( \hat{H} \) and \( \mathcal{H} \subseteq \hat{H} \).

C. Proof of Theorem 6

Consider the bound of convex hull union \( \mathcal{H} \) in Theorem 2. Choose an arbitrary \( \hat{n} \in \hat{M}_n \). When \( \mathcal{H} \) is intersected with the closed half space \( S_{\hat{n}} \), the resultant polytope does not contain the convex hull \( H_{\hat{n}} \) by construction. Therefore, this resultant polytope excludes the hypersurface \( F_{\hat{n}} \). We repeat this argument for all \( \hat{n} \in \hat{M}_n \), then for all \( \hat{n} \in \hat{M}_n \), the convex hull \( H_{\hat{n}} \) together with the hypersurface \( F_{\hat{n}} \) are removed. The boundary of the resultant polytope is consisted of \( P_{\hat{n}} \) for all \( \hat{n} \in \hat{M}_n \) and the boundary of the positive orthant only, and hence the polytope is \( \mathcal{S} \). Therefore, \( \mathcal{S} \) is a subset of \( \mathcal{R} \) and constitutes an inner bound on the stability region of FRASA.

This bound is convex and piecewise linear since half spaces are convex and piecewise linear, and these two properties are preserved under intersection.
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