Abstract—Aggressive technology scaling down and low-power design techniques lead to uneven distributed power density, which translates into heat flow in the chips, causing significant temperature variations in both spatial and temporal terms. In order to mitigate the negative impacts of temperature variations on circuit timing, we propose SACTA, a self-adjusting clock tree architecture, which performs temperature-dependent dynamic clock skew scheduling to prevent timing violations in a pipelined circuit. The dynamic and adaptive features of SACTA are enabled by our proposed automatic temperature-adjustable skew buffers and temperature-insensitive skew buffers. These special delay elements are carefully tuned to ensure resilience of the entire circuit against temperature variation. To determine their configurations, we proposed an efficient and general clock tree design and optimization framework. Furthermore, we show that SACTA is applicable across a wide spectrum of circuits, including multi-Vdd/Vth designs. Experimental results show that a pipeline supported by SACTA is able to prevent thermal-induced timing violations within a significantly larger range of operating temperatures (on average, the violation-free range can be enhanced by over 15°C).
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I. INTRODUCTION

POWER density of modern VLSI designs increases rapidly as technology advances, creating severe performance and reliability threats. Although supply voltage levels and effective switched capacitance values are decreasing with scaling, the rate of increase in the total number of devices on a chip largely surpasses this. As a result, power consumption is increasing at a higher rate than chip performance. Increasing leakage power due to scaling is one important factor contributing to this phenomenon. New packaging and cooling technologies are being developed to control high operating temperatures. However, the high cost of such enhancements often counteracts against other design concerns. Also, sophisticated cooling solutions may not be feasible for systems with stringent size constraints. Consequently, on-chip temperatures are rising steadily as technology is scaling down.

Thermal effects need to be taken into account at the design time due to their impact on various design metrics, such as leakage power, device lifetime, and circuit timing. Temperature variation affects timing in multiple ways. Interconnect resistance and cell delay are both dependent on temperature. Furthermore, thermal gradients on power lines can cause voltage drops leading to supply voltage fluctuations. This may cause significant changes in switching speed of gates and result in timing violations.

Making matters worse, environmental factors may lead to drastic variations of chip temperatures. Power management techniques such as clock gating, voltage islands, and power gating contribute to significant temporal and spatial variation. In addition, a chip may be deployed in diverse environments where the level of cooling support as well as the nominal temperature could not be accurately predicted at the design time. For example, an embedded processor chip could be part of different systems with different cost and size constraints leading to vastly different cooling available in the field. Finally, power consumption of a chip, therefore, temperature, can be highly input dependent, leading to variations in chip temperature throughout the execution of an application.

The combined effects of all the aforementioned phenomena further amplify the challenges of chip design considering thermal effects. The idea of designing circuits with guaranteed performance bounds while exhibiting resilience against environmental variations arises as an attractive option.

In this paper, we introduce SACTA, a Self-Adjusting Clock Tree Architecture, to address this problem. SACTA guarantees correct timing behavior in pipelined circuits within a large range of thermal conditions through a self-adjusting, temperature-sensitive skew distribution mechanism. SACTA exploits clock skews to “steal” time from adjacent pipeline stages to maintain the performance in the presence of delay variations within pipeline stages. Adaptability is achieved by utilizing a set of special skew buffers. These elements are designed to exhibit carefully tuned, temperature-dependent delay behavior in synchronization with the temperature levels prevalent in the logic of the pipeline. Thereby, they generate a self-adjusting skew tailored to the temperature-dependent timing behavior of each pipeline stage. We also developed a systematic design method to determine the physical specifications of these skew buffers (i.e., parameters that define their delay behavior) for a given pipelined circuit and a range of operating temperatures.

Existing techniques focus on the adverse effects of temperature on the delay of the clock tree and try to avoid thermal-induced timing violations by constructing zero skew clock trees [1]–[3]. They ignore the possibility that the combinational circuits may exhibit temperature-dependent delay violations, which may lead to failure even if a zero-skew
clock is provided. Other techniques try to manage clock skew under thermal variations; however, they sacrifice performance to achieve immunity against variations [4]. Finally, dynamic adjustment techniques for microprocessor pipelines have been proposed, which incur significant overheads to enable timing violation detection and correction [5]. Our approach aims to provide an extremely low-cost solution that can effectively avoid thermal-induced delay violations considering the impact of temperature on both the clock tree and the datapath. Furthermore, we aim to preserve the target clock frequency at the same time.

We have evaluated the effectiveness of SACTA using a set of synchronous pipelined circuits. SACTA is able to prevent thermal-induced timing violations within a significantly larger range of operating temperatures (the violation-free range can be enhanced by over 15 °C). SACTA effectively enhances reliability while introducing negligible area and power overheads. The average area and power overheads are 1.53% and 0.92%, respectively. Even in the worst case, area and power overhead of SACTA are only 5.09% and 3.30%.

The remainder of this paper is organized as follows. Section II provides an overview of related work. In Section III, our model of temperature-dependent delay variation is presented, followed by the detailed discussion of the self-adjusting clock tree architecture. Design of our automatic temperature-adjustable (ATA)/insensitive (fixed) skew buffers is described in Section IV. We introduce our clock tree design framework in Section V. We extend our techniques to handle multi-$V_{th}/V_{th}$ designs in Section VI. Our experimental evaluation is presented in Section VII. We conclude with a summary of our contributions and findings in Section VIII.

II. RELATED WORK

The increasing impact of temperature variation on circuit timing, particularly clocked networks, has motivated several novel techniques. Some effort has been devoted to developing temperature-insensitive zero/bounded skew clock trees [1], [2]. The dual-supply-voltage clock tree [1] utilizes the fact that CMOS gate delay is insensitive to temperature at a specific supply voltage level $V_{ZTC}$. By supplying the on-tree buffers with this voltage, the clock tree is made to have zero skew for any given thermal profile. It might at first appear as a viable idea to supply the entire design with this voltage level to achieve a system with absolute temperature independence. However, on one hand, technology trends, particularly the relationship between supply level and the necessary threshold voltage levels for transistors, indicate that supply levels are unlikely to scale beyond a certain level [6]. In fact, from the 130-nm technology forward, $V_{th}$ has been scaling slowly, if at all [6]. On the other hand, it is shown that $V_{ZTC}$ of a gate depends not only on technology but also on the operation conditions, especially the slope of the input signal [7]. Therefore, a circuit cannot be made to be temperature-insensitive by adjusting its supply voltage.

Another idea is to insert tunable delay buffers into the clock tree, which can be adjusted on-the-fly [2]. Buffer settings that guarantee bounded maximal skew for typical thermal profiles are precalculated and stored in an on-chip lookup table. During normal operation the actual thermal profile is captured by on-chip sensors, and a central control unit will reconfigure the clock tree to the appropriate tuning configuration.

Although these techniques can effectively eliminate delay fluctuations on the clock tree, considering the clock tree alone is insufficient. In a circuit where a zero-skew tree is used, to achieve maximal performance, $T_{cp}$ is roughly set to the delay of the critical path. Since the delay of the critical path has positive dependence on temperature, as temperature increases, the delay of the critical path may exceed $T_{cp}$ at a certain point. A zero-skew design will fail beyond this temperature.

Instead of trying to reduce thermal-induced clock skew, an alternative method is to use clock skew for enhancing system immunity to temperature variation. For example, a robust integer linear programming formulation for solving the clock skew scheduling problem in the presence of process and environment variations has been proposed [4]. However, improvement in reliability was achieved at the expense of system performance, making this approach less attractive to high-performance circuit designers.

Ernst et al. proposed a circuit-level timing error detection/correction scheme [5] called Razor. One technique employed here is called dynamic retiming. The idea is to create intentional clock skews such that those pipeline stages that require longer execution times are assigned longer intervals. The skews can be changed dynamically if the execution time of the pipeline stage changes due to environmental fluctuations. However, compared to our scheme, Razor requires significantly more hardware resources (such as shadow registers for error detection and a central control unit for error rate monitoring and skew creation) and is able to provide only a discrete set of skew values (versus the continuous scale generated by our scheme).

Finally, a large body of work addressed static clock skew scheduling for pipelined circuits [8]–[10]. These techniques do not attempt to solve the problem of delay variability under dynamic environmental conditions. Hence, our problem is fundamentally different.

In our preliminary work, we have introduced SACTA, a self-adjusting pipeline architecture, to mitigate the negative impact of temperature variation to circuit timing [11]. In our preliminary work, it was assumed that all the gates in the circuit share the same threshold voltage and supply voltage. However, in most low-power designs, multi-$V_{th}$ cell library and/or voltage island technique are/is used. For these multi-$V_{th}/V_{th}$ designs, the dependency between the circuit delay and the temperature becomes more subtle [7]. In this paper, we extend our techniques to handle the multi-$V_{th}/V_{th}$ designs. In addition, we present a more detailed discussion on the temperature-dependent circuit delay model and experimental results carried out on an extended set of benchmarks in the paper.

III. SELF-ADJUSTING CLOCK TREE ARCHITECTURE

Consider a local pipeline stage between two registers $R_i$ and $R_{i+1}$ as shown in Fig. 1. The following two constraints should be met to preserve correct circuit functionality [10]:

$$x_i + D_{i+1} \leq x_{i+1} + T_{cp}$$

$$x_i + d_{i+1} \geq x_{i+1}.$$
Here $x_i$ and $x_{i+1}$ are defined as the clock signal delays from the clock source to the registers $R_i$ and $R_{i+1}$, and $T_{CP}$ is the clock period time. The difference between the arrival times of the clock signal at two successive registers is defined as the clock skew. This can be expressed as $x_i - x_{i+1}$. The equations

$$D_i = T_{c-q} + T_{\text{logic}(\max)} + T_{\text{setup}}$$

$$d_i = T_{c-q} + T_{\text{logic}(\min)} + T_{\text{hold}}$$

signify the maximum and minimum delay between the two registers, respectively, where $T_{c-q}$ is the clock-to-Q delay of register $R_i$, and $T_{\text{setup}}/T_{\text{hold}}$ are the setup/hold time of register $R_i$. In other words, they denote the largest and shortest expected latencies for the pipeline stage located between these registers.

In addition to constraints (1) and (2), in a fully synchronous system, the off-module skew is generally required to be zero. This means clock skew between the input registers and the output registers should be zero.

A clock skew schedule for a given pipeline is a set of delay values satisfying constraints (1) and (2). Existing techniques only address static clock skew schedules. However, these constraints (1) and (2) are in fact temperature-dependent. Therefore, a static clock skew schedule satisfying the constraints for some temperature profile may fail for some other profiles, even if for these profiles, a static clock skew schedule does exist. This has motivated us to develop a dynamic clock skew scheduling scheme and the self-adjusting clock tree architecture.

On circuit layout, the logic gates and the registers in the same pipeline stage are normally placed in close proximity, since this will help shorten the critical path and thereby enhance the system performance. This spatial correlation implies that during normal execution, the temperature profiles of the combinational logic and the associated pipeline registers are approximately same. We use $\theta_{i+1}$ to denote this local temperature for the pipeline stage between registers $R_i$ and $R_{i+1}$. Then, the maximum and minimum stage latencies $D_{i+1}$ and $d_{i+1}$ can be expressed as functions of the local temperature as $D_{i+1}(\theta_{i+1})$ and $d_{i+1}(\theta_{i+1})$.

Our goal is to design a self-adjusting clock tree that is able to adapt to different thermal profiles. In other words, for a given thermal profile, if there exists a static clock skew schedule to guarantee correct operation, our clock tree should be able to configure itself to provide this clock skew. To solve this problem we need to first understand the relationship between temperature and delay for circuit elements. In the following we present the temperature-dependent delay model we have utilized to describe the behavior of logic.

A. Temperature-Dependent Delay Model and Its Validation

Circuit delay of a CMOS gate can be written as

$$\tau \propto \frac{CV_{dd}}{I_d}$$

(3)

where $C$ is the load capacitance driven by the gate, $V_{dd}$ is the supply voltage (voltage swing), and $I_d$ is the drain current of the transistors. The drain current stays mostly in the saturation region in deep submicron technologies due to velocity saturation [12]. Using the alpha-power law [12], the drain current in the saturation region is expressed as

$$I_d \propto \mu(\theta)\frac{W}{L} (V_{gs} - V_{th}(\theta))^\alpha$$

(4)

where $\theta$ denotes the gate temperature, $\mu$ is the carrier mobility, $W$ and $L$ are the channel width and length, respectively, $V_{gs}$ is the gate-to-source voltage, $V_{th}$ is the threshold voltage, and $\alpha$ is the velocity saturation index whose value is between 1 and 2 (closer to 1 in deep submicron technologies) [12].

Note that $\mu$ decreases as the temperature is raised. The dependency between $\mu$ and $\theta$ is usually modeled by

$$\mu(\theta) = \mu_0 \left(\frac{\theta}{\theta_0}\right)^m.$$  

However, this relation does not hold true in saturation region due to velocity saturation [13]. The saturation velocity $V_{sat}$ of the carrier, which is proportional to $\mu$, decreases linearly with temperature. Hence, the temperature dependence of $\mu$ in the saturation region should be written as

$$\mu = \mu_0 - \eta(\theta - \theta_0)$$

(5)

where $\mu_0$ is the mobility at the nominal temperature $\theta_0$, which is typically 25 $^\circ$C, and $\eta$ is the temperature coefficient. $V_{th}$ also decreases linearly as the temperature is raised, and is given by

$$V_{th} = V_{th0} - \kappa(\theta - \theta_0)$$

(6)

where $V_{th0}$ is the threshold voltage at the nominal temperature, and $\kappa$ is the temperature coefficient.

In deep submicron technologies, this temperature dependence of a CMOS gate delay can be simplified to a linear function of temperature [13]

$$\tau = \tau_0 + k(\theta - \theta_0)$$

(7)

where $\tau_0$ is the delay at the nominal temperature.

Equation (7) can be produced by substituting (5) and (6) into (4), and taking a first-order approximation. This linear model was validated against HSPICE using a chain of inverters in the 65-nm PTM technology [14]. Fig. 2 illustrates the validation flow, and the result is shown in Fig. 3. It can be seen in Fig. 3 that there is an excellent agreement between the linear model and HSPICE. The maximum deviation of the measured delay values from the linear model is only 0.87% within a significant temperature range (from 25 $^\circ$C to 125 $^\circ$C).
Note that this linear temperature dependence of the delay is equally applicable to the combinational logic and the skew buffers. In the local data path of pipeline stages, the $RC$ delay of the signal is dominated by the gate capacitances. We can safely ignore the share of the interconnect delay. As a result, we can assume the same kind of temperature dependence between the combinational logic and the skew buffers.

B. Temperature-Dependent Dynamic Clock Skew Scheduling

Our methodology to design a self-adjusting clock tree architecture will utilize the linear model described in the previous section. Given this model, we formulate our problem as follows.

Problem 1. Thermal-Aware Dynamic Clock Scheduling: Given a 1-D pipeline driven by a clock signal with period time $T_{CP}$ and a thermal profile of the pipeline $\{\theta_{i,i+1}|\theta_{\min} \leq \theta_{i,i+1} \leq \theta_{\max}\}$, where $\theta_{i,i+1}$ is the temperature of the $i$th stage, if the set of constraints

$$x_i - x_{i+1} \geq -d_{i,i+1}(\theta_{i,i+1})$$

$$x_i - x_{i+1} \leq T_{CP} - D_{i,i+1}(\theta_{i,i+1})$$

has a static solution $\{x_i\}_{\text{expect}}$, then the self-adjusting clock tree should be able to adjust the actual arrival time $\{x_i\}$ to $\{x_i\}_{\text{expect}}$ in order to avoid circuit malfunction.

Fig. 4 illustrates the relationships between the right-hand sides of inequalities (8) and (9) and temperature, where the temperature is plotted along the horizontal axis, while the vertical axis represents the magnitude of the clock skew. According to the analysis in Section IV-A, both $d_{i,i+1}(\theta_{i,i+1})$ and $D_{i,i+1}(\theta_{i,i+1})$ are linear functions of $\theta_{i,i+1}$, the temperature of the $i$th pipeline stage. Therefore, the right-hand sides of inequalities (8) and (9) can be represented by two lines as shown in Fig. 4(a). Furthermore, the upper bound $\theta_{\max}$ and the lower bound $\theta_{\min}$ of the target temperature range can be represented by two vertical lines. These four lines enclose a quadrangle whose boundary is depicted in bold in Fig. 4.

In Fig. 4, a static clock skew (i.e., the magnitude of the skew is independent of temperature) can be represented by a horizontal line. If static clock skew scheduling is used, in order to increase the tolerable temperature range, the best we can do is to set $(x_i - x_{i+1})$ equal to $-d_{i,i+1}(\theta_{\min})$ and $-d_{i,i+1}(\theta_{\max})$. However, as shown in Fig. 4(a), this horizontal line might intersect with the boundary of the quadrangle at a temperature $\theta_{\text{fail}}$ that is below the maximum target operating temperature $\theta_{\text{max}}$. This means that constraint (9) would be violated if the temperature is above $\theta_{\text{fail}}$.

However, if we can couple $(x_i - x_{i+1})$ with the temperature $\theta_{i,i+1}$ with a linear function, then constraints (8) and (9) will never be violated as long as the local temperature $\theta_{i,i+1}$ remains between $\theta_{\min}$ and $\theta_{\max}$. An example of such a linear function is depicted by the dotted line in Fig. 4(b). Now our problem becomes designing a clock tree that can supply dynamically changing skew values to pipeline registers, where the skew value of each pipeline stage must be a linear function of temperature. Note that we have established a linear relationship between the delay of a logic gate and temperature. We will take advantage of this result and employ special skew buffers in our clock tree architecture, which will render the temperature-dependent behavior we desire.
**C. Self-Adjusting Clock Tree Architecture**

Fig. 5 depicts a pipeline with our proposed Self-Adjusting Clock Tree Architecture. The white triangles represent the ATA skew buffers. The relationship between their delay and temperature is expressed as \( s_i = k_i \Delta \theta \). \( s_i \) is the delay of the skew buffer at the worst case temperature \( \theta_{\text{max}} \). We refer to this delay value as the base delay of the ATA skew buffer. \( k_i \) is the temperature sensitivity coefficient. Here, \( \Delta \theta \) is defined as \( \theta_{\text{max}} - \theta \), i.e., the difference between \( \theta_{\text{max}} \) and actual operating temperature in the vicinity of the skew buffer. The gray triangles represent the fixed skew buffers (we refer to those as the fixed buffers) with base delay \( f_i \). The details of the design of the fixed buffers and the ATA skew buffers will be presented in the next section.

Using this architecture, the clock skew of the \( i \)th pipeline stage will be

\[
x_i - x_{i+1} = f_i - f_{i+1} - s_i + k_i (\theta_{\text{max}} - \theta).
\]

(10)

In order to ensure that this function is linearly dependent on the local temperature \( \theta_{i,i+1} \) of the pipeline stage \( i \), all we need to do is to place the \( i \)th ATA skew buffer close to the logic of the \( i \)th pipeline stage on the circuit layout. Spatial correlation will enable the coupling between the temperature variable \( \theta \) in (10) and the local temperature \( \theta_{i,i+1} \).

It can be easily seen that the purpose of the ATA buffers is to generate the temperature-dependent coupling between pipeline latencies and the skew needed to ensure timing correctness. This can only create negative skew between consecutive registers. However, positive skew might also be needed. The purpose of the fixed buffers is to provide such positive skew.

**D. Application of SACTA Onto Different Systems and Limitations**

With different temperature profiles the skew distribution of SACTA will clearly be different. As a result the total skew created within the pipeline (i.e., the arithmetic sum of all skews across the pipeline stages) will be variable with temperature. This means, that there is not a single fixed total skew value between any two registers. In fact, this is the special property of SACTA that enables us to achieve adaptability. At the boundary case, this can be interpreted as having a nonzero skew between the input registers and the output registers, which is also variable over time with temperature.

For a 1-D linear pipeline this does not pose any limitations. On the other hand, if the pipeline is expected to communicate synchronously with another entity, then this variable nonzero skew might become an issue. In such a case, one possibility is to isolate the last pipeline stage from SACTA, thereby confining the end-to-end skew. In systems such as the Globally Asynchronous Locally Synchronous (GALS) system, this would not be needed. Then, SACTA can be safely applied to the entire pipeline. Since for GALS intermodule communication is done asynchronously, zero off-module clock skew is not a requirement.

For those pipeline stages lying on the feedback loops, the ATA skew buffers of SACTA cannot completely cover the associated combinational logic along this loop. However, if those uncovered pipeline stages do not lie on the critical path, then this will not be crucial.

In the remainder of our discussions, each synchronous pipeline will be modeled as a 1-D pipeline corresponding to a submodule. This model is representative for a large number of synchronized circuits. Linear pipelines are utilized in various ASICs for Application Specific Processors, particularly popular for signal processing and multimedia applications [15]–[19].

**IV. SKEW BUFFER DESIGN**

In this section, the designs of the fixed skew buffer and the ATA skew buffer are presented.

**A. Temperature-Insensitive (Fixed) Skew Buffer**

Skew buffers can be designed to be insensitive to temperature variations by biasing the gate to the zero-Temperature-coefficient (ZTC) point. It was briefly mentioned in Section III-A that the overall temperature dependence of the drain current also depends on the gate-to-source voltage. The ZTC point is a gate bias where the effect of change in the threshold voltage cancels out that of the mobility, thereby making the drain current independent of temperature [20], [21]. Note that we mention before that the ZTC point depends also on the operation conditions, especially on the slope of the input signal. For skew buffers placed on the clock tree, it is reasonable to assume that the slope of their input (the clock signal) is very large and holds the same value during operation. Therefore, there is a single ZTC point for all the skew buffers on the clock tree. As a consequence, fixed skew buffers can be designed by using inverters whose gate-to-source voltage corresponds to that ZTC point.

In order to bias the gate to the ZTC point, a voltage reference circuit that generates the ZTC voltage is needed. Fig. 6(a) shows the voltage reference circuit using a transistor \( M_1 \) whose drain is connected to its gate and a current source. By a careful sizing of \( M_1 \) and \( M_2 \), the output of the inverter can be controlled to generate the ZTC voltage.

In order to create a desired amount of delay for each buffer, a mixture of sizing and cascading of inverters is used. Larger \( L \)
increases the delay, but inverters with \( L \) that is too large may not be able to generate full voltage swing at the output in a given clock cycle, possibly leading to functional errors especially after a chain of several inverters. Hence, \( 5L_{\min} \) is used as the upper limit in \( L \) to avoid such errors for clock frequency of 2.0 GHz in the 65-nm technology, as determined from HSPICE simulation. On the other hand, increasing \( L \) results in the additional benefit of exponential reduction in the leakage power due to \( V_{th} \) rolloff [22].

Likewise, one can cascade more inverters to create more delay in the buffer as long as the correct logic level is preserved (i.e., even number of inverters). \( L \) of the cascaded inverters is varied between \( L_{\min} \) and \( 5L_{\min} \) except for the first and the last inverter, while \( W \) is kept at minimum size for all. Minimum size is used for the last inverter to recover fast transition time and full voltage swing of the signal before it reaches the register. Furthermore, the use of minimum size for the first inverter synchronizes and minimizes the load driven by the last inverter in the ATA skew buffer which will be discussed in the subsequent section (Fig. 7). Besides the first and the last inverters, there is a degree of freedom for the number of inverters and their channel lengths. Fig. 6(b) depicts the design of the fixed skew buffer.

B. Automatic Temperature-Adjustable (ATA) Skew Buffer

The temperature-sensitivity of skew buffers can also be adjusted by a mixture of sizing and cascading of inverters. From (3) through (6), the temperature sensitivity of the gate delay [i.e., the temperature coefficient \( k \) in (7)] is related to gate sizing by

\[
k = \frac{\partial \tau}{\partial \theta} \bigg|_{\theta = \theta_0} = \frac{C V_{dd} L [\alpha (V_{gs} - V_{th}(\theta))^\alpha - \alpha \lambda (\mu (V_{gs} - V_{th}(\theta))^\alpha - \frac{1}{\theta})]}{W \mu(\theta)^2 (V_{gs} - V_{th}(\theta))^{2\alpha}} \bigg|_{\theta = \theta_0}
\]

(11)

As indicated by (11), increasing \( L \) amplifies the temperature sensitivity, which results in a longer delay as well. Furthermore, when several inverters are cascaded together, increasing \( L \) of an inverter also increases its gate capacitance, which increases the delay and the temperature sensitivity of the previous inverter [increase in \( C \) in expression (11)]. The increase in the absolute value of the delay is not a problem in the clock distribution network as long as the relative arrival times of the clock signals are well controlled.

Cascading more inverters is another effective way to adjust the temperature sensitivity. Since the total temperature sensitivity of a chain of \( m \) inverters is given by

\[
k = \sum_{i=1}^{m} \frac{\partial \tau_i}{\partial \theta} \bigg|_{\theta = \theta_0}
\]

where \( \partial \tau_i / \partial \theta \) is the temperature sensitivity of \( i \)th inverter in the chain. Cascading more inverters increases the total temperature sensitivity as well as the total delay.

Fig. 7 shows the design of the ATA skew buffer, connected to the fixed skew buffers described in the preceding section. The ATA skew buffer consists of a chain of cascaded inverters. The supply rail of the last inverter is connected to the ZTC voltage instead of \( V_{dd} \) (1.3 V) because its output is connected to the gate of the fixed skew buffer, which need to be biased to the ZTC voltage. The first inverter in the next ATA skew buffer then converts the voltage swing back to 1.3 V. Minimum \( W \) is used for all the inverters in the chain since increased width reduces the temperature sensitivity. As for \( L \), a range between \( L_{\min} \) and \( 5L_{\min} \) is used for all the inverters in the chain except for the first and the last inverter (\( L_{\min} \) is used for the first and the last inverter for the same reasons explained in the preceding section).

V. SYSTEMATIC DESIGN FRAMEWORK FOR THE CLOCK TREE

So far, we established the fundamental models governing the relationship between temperature and delay. Furthermore, we demonstrated that we can design a delay element to achieve the ATA delay adjustment. Now, we need a systematic approach to determine the physical specifications of the buffer elements in SACTA in order to be able to design the clock tree for a given circuit. In this section, we present a systematic framework to determine the skew buffer configurations. Before presenting our framework, we will first elaborate on fundamental links between the circuit-level issues and their corresponding high-level constraints in the optimization framework.

A. Linking the Circuit-Level Aspects With the Systematic Design Framework

Various physical aspects of the skew buffer structures have a direct impact on the formulation of the optimization framework. The first significant phenomenon is that the base delay of an ATA skew buffer is proportional to its temperature sensitivity coefficient. In fact, according to (3), (4), and (12)

\[
k = \frac{\partial \tau}{\partial \theta} \bigg|_{\theta = \theta_0} = \sum_{i=1}^{m} \frac{\partial \tau_i}{\partial \theta} \bigg|_{\theta = \theta_0} = \sum_{i=1}^{m} \frac{C V_{dd}}{W \mu(\theta)^2 (V_{gs} - V_{th}(\theta))^{2\alpha}} \partial \theta
\]

(12)

As indicated by (11), increasing \( L \) amplifies the temperature sensitivity, which results in a longer delay as well. Furthermore, when several inverters are cascaded together, increasing \( L \) of an inverter also increases its gate capacitance, which increases the delay and the temperature sensitivity of the previous inverter [increase in \( C \) in expression (11)]. The increase in the absolute value of the delay is not a problem in the clock distribution network as long as the relative arrival times of the clock signals are well controlled.

Therefore, we can relate the temperature sensitivity coefficient and the base delay by

\[
k = \lambda \tau(\theta_{\text{max}})
\]

(13)
where $\lambda$ is a constant called the relative temperature sensitivity whose analytical expression is given by

$$
\lambda = \frac{\partial \mu(\theta_{\text{max}})(V_{gs} - V_{th}(\theta_{\text{max}}))^{\alpha}}{\mu(\theta)(V_{gs} - V_{th}(\theta))^{\alpha}} \bigg|_{\theta = \theta_0}.
$$

(14)

Therefore, our optimization scheme cannot assume these parameters as independent. As a result, this relationship must be accounted for in the form of a constraint in our optimization framework [see constraint (21)].

Another observation is that the base delays of both types of skew buffers cannot be made arbitrarily small. As discussed in Section IV-B, both types of skew buffers contain at least a head and a tail minimum sized inverters. Therefore, their minimal achievable base delays will be bounded by the sum of the delays of these two inverters. These constraints can be expressed with the following:

$$
s \geq s_{\text{min}}, \quad f \geq f_{\text{min}}.
$$

(15)

Finally, the formulation of our optimization objective utilizes a function in the form of a linear combination of the skew buffer base delays. Various properties of SACTA can be represented with this generalized cost function. Particularly, the overhead of SACTA, i.e., the number of inverters used to implement the additional skew buffers can be represented with this function. According to the discussion in Section IV, for both types of buffers, the only way to obtain large base delays is to size up $L$. However, there is an upper bound on this sizing ($5L_{\text{min}}$). Therefore, to achieve a given base delay value, there is a minimal number of inverters required. Therefore, a large value of $f_i$ and $s_i$ will correspond to a higher number of inverters required. In other words, $f_i$ and $s_i$ are directly related to the overhead of implementing the skew buffers. Thus, we can use the summation of the base delays of all buffers as a metric for our optimization framework.

This objective function can be used to represent other design metrics as well. For example, the base delay is related to power. A skew buffer with longer base delay consumes larger amount of power, since sizing up $L$ increases the active area, resulting in larger dynamic power consumption. The base delay values $f_i$ and $s_i$ can also be related to the susceptibility of the skew buffers toward process variation. The magnitude of $f_i$ and $s_i$ are positively related with the length $L$ of the transistors in the skew buffers. Larger values of $L$ will indicate less sensitivity toward lithography-induced variations.

B. Clock Tree Optimization Framework

We will formulate the problem of determining the physical delay parameters $s_i$ and $f_i$ as a generalized min-cost flow problem. We describe this formulation in the following.

**Problem 2. Base Delay Calculation for Skew Buffers:** Given a 1-D pipeline driven by a clock signal with period time $T_{\text{cp}}$, determine the base delays of the skew buffers, such that their sum is minimum, while satisfying the setup and hold time constraints.

This problem can be formulated as the following linear programming problem:

$$
\text{Minimize} \quad \sum_{i=1}^{n} f_i^G + \sum_{i=1}^{n} s_i^G
$$

s.t. \quad \begin{align}
&f_i - s_i - f_{i+1} \leq T_{\text{cp}} - D_{i,i+1} \quad (16) \\
&f_i - s_i - f_{i+1} \geq -d_{i,i+1} \quad (17) \\
&f_i - s_i + k_i \Delta \theta_M - f_{i+1} \leq T_{\text{cp}} - D_{i,i+1} + \Gamma_i + 1 \Delta \theta_M \quad (18) \\
&f_i - s_i + k_i \Delta \theta_M - f_{i+1} \geq -d_{i,i+1} + \gamma_{i,i+1} \Delta \theta_M \quad (19) \\
&k_i - \lambda s_i = 0 \quad (20) \\
&s_i \geq s_{\text{min}}, f_i, f_{i+1} \geq f_{\text{min}} \quad (21) \\
&i = 1, 2, \ldots, n - 1. \quad (22)
\end{align}

Here $f_i$, $s_i$, $D_{i,i+1}$, $d_{i,i+1}$ are the delay values at $\theta_{\text{max}}$, $\Delta \theta_M$ denotes $\theta_{\text{max}} - \theta_{\text{min}}$, i.e., the gap between the worst-case temperature and minimum temperature. $\Gamma_i + 1$ and $\gamma_{i,i+1}$ denotes the temperature sensitivity coefficient of the longest and shortest combinational paths of the $i$th pipeline stage.

Constraints (17)–(20) are derived from (8)–(10). They guarantee that the line $(x_i = x_{i+1})$ will conform strictly to the timing constraints and the temperature bounds (as depicted in Fig. 4).

This linear programming problem can be solved with a LP solver. However, LP-based techniques are prone to numerical instability and exhibit slow running times, and hence, combinatorial algorithms are preferred. We will show that the constraints of this problem have a special structure, which enables us to use a generalized min-cost flow-based algorithm to solve it optimally in polynomial time.

Simple transformations on the constraints will help reveal this special structure. First, substituting (21) into (19) and (20) yields

$$
\begin{align}
&f_i - s_i(1 - \lambda \Delta \theta_M) - f_{i+1} \leq T_{\text{cp}} - D_{i,i+1} + \Gamma_i + 1 \Delta \theta_M \quad (24) \\
&f_i - s_i(1 - \lambda \Delta \theta_M) - f_{i+1} \geq -D_{i,i+1} + \gamma_{i,i+1} \Delta \theta_M. \quad (25)
\end{align}
$$

Defining $f_i^G = f_i - f_{\text{min}}$, $s_i^G = s_i - s_{\text{min}}$, $u_i = f_i - s_i - f_{i+1} + d_{i,i+1}$, $v_i = f_i - s_i(1 - \lambda \Delta \theta_M) - f_{i+1} + d_{i,i+1} - \gamma_{i,i+1} \Delta \theta_M$, constraints (17)–(18) and (24)–(25) can be rewritten as

$$
\begin{align}
&-f_i^G + s_i^G + f_{i+1}^G + u_i = d_{i,i+1} + s_{\text{min}} \quad (26) \\
&-f_i^G + (1 - \lambda \Delta \theta_M) s_i^G + f_{i+1}^G + u_i = d_{i,i+1} \quad (27) \\
&-\gamma_{i,i+1} \Delta \theta_M + (1 - \lambda \Delta \theta_M) s_{\text{min}} \leq v_i \leq T_{\text{cp}} - D_{i,i+1} + d_{i,i+1} \quad (28) \\
&0 \leq v_i \leq T_{\text{cp}} - D_{i,i+1} + d_{i,i+1} + (\Gamma_i + 1 - \gamma_{i,i+1}) \Delta \theta_M. \quad (29)
\end{align}
$$

Constraints (26) and (27) give us

$$
\begin{align}
-(\lambda \Delta \theta_M) u_i + v_i = -\gamma_{i,i+1} \Delta \theta_M - (\lambda \Delta \theta_M) s_{\text{min}}. \quad (30)
\end{align}
$$

Equivalently, constraint (27) can be replaced by constraint (30). The above transformation yields the following new formulation:

$$
\text{Minimize} \quad \sum_{i=1}^{n} f_i^G + \sum_{i=1}^{n} s_i^G
$$

(31)
\[ \begin{align*}
&f_i^\Delta + s_i^\Delta + f_{i+1}^\Delta + u_i = d_{i+1}^\Delta + s_{\min} \quad (32) \\
&- (\lambda \Delta \theta_M) s_i^\Delta - u_i + v_i = -\gamma_{i+1}^\Delta \Delta \theta_M - (\lambda \Delta \theta_M) s_{\min} \quad (33) \\
&0 \leq u_i \leq T_{cp} - D_{i+1}^r + d_{i+1}^r \quad (34) \\
&0 \leq v_i \leq T_{cp} - D_{i+1}^r + d_{i+1}^r + (\Gamma_{i+1}^r - \gamma_{i+1}^r) \Delta \theta_M \quad (35) \\
&s_i^\Delta, f_i^\Delta, f_{i+1}^\Delta \geq 0 \quad (36) \\
&i = 1, 2, \ldots, n - 1 \quad (37)
\end{align*} \]

Note that we have replaced the cost function with

\[ \sum_{i=1}^{n} f_i^\Delta + \sum_{i=1}^{n-1} s_i^\Delta. \]

In fact, this new cost function and the original one are the same (they only differ by a constant). Therefore, the new optimization problem (31)–(37) is equivalent to the original one. This formulation is actually a generalized min-cost flow formulation. Variables \( s_i^\Delta \) and \( f_i^\Delta \) can be any real number between \( 0 \) and \( +\infty \). They can be viewed as flows on directed edges, each having a capacity of \( +\infty \). Also, according to the objective function given in expression (31), each of these edges should be associated with cost 1. Likewise, each \( u_i \) (or \( v_i \)) can be modeled as a flow on a directed edge with cost 0 and having capacity of \( T_{cp} - D_{i+1}^r + d_{i+1}^r \) (or \( T_{cp} - D_{i+1}^r + d_{i+1}^r + (\Gamma_{i+1}^r - \gamma_{i+1}^r) \Delta \theta_M \)). Equation (32) [or (33)], which has the form of flow conservation condition, can be modeled as four (or three) directed edges intersecting at a node. The balance of these intersection nodes can be expressed as

\[ p_i = d_{i+1}^r + s_{\min} \text{ (or } q_i = -\gamma_{i+1}^r \Delta \theta_M - (\lambda \Delta \theta_M) s_{\min}). \quad (38) \]

This is also depicted in Fig. 8. Note that in constraint (33), the coefficient of \( s_i^\Delta \) is not 1. However, this kind of constraints can still be handled using generalized min-cost flow algorithms [23].

Based on the graph representation of the constraints (32)–(33), we can model constraints (32)–(37) as shown in Fig. 9. In Fig. 9, \( p_1, p_2, \ldots, p_{n-1} \) and \( q_1, q_2, \ldots, q_{n-1} \) (the white vertices) are the nodes representing the constraints (32)–(33) for all \( i = 1, 2, \ldots, n - 1 \). Note that we add a gray node \( w \) whose balance is expressed as

\[ - \sum_{i=1}^{n-1} [(d_{i+1}^r - \gamma_{i+1}^r \Delta \theta_M) + (1 - \lambda \Delta \theta_M) s_{\min}] \]

ensuring the sum of balances of all the vertices is zero. It is easy to prove that the constraints (32)–(37) have a feasible solution if and only if there is a feasible flow on this graph.

Problem 2 is then reduced to the problem of finding a feasible flow that minimizes the cost function given by expression (31). There are several efficient generalized min-cost flow algorithms in the literature that guarantee polynomial running time [24].

The generalized min-cost flow-based algorithm determines the base delay value for each skew buffer while minimizing the total number of inverters used to construct the skew buffers. An inverter chain for each skew buffer is then constructed according to the base delay value for that buffer. In each chain, we set the length of all inverters in the chain except the last one to be \( 5 l_{\min} \), and finally, we scale the length of the last inverter to the proper value to provide the required base delay.

VI. HANDLING MULTI-\( V_{TH}/V_{DD} \) DESIGNS

In Section II and Section III, we have developed the delay model for the pipelined circuitry. Particularly, we proposed to characterize both the maximum and minimum latency of a pipeline stage as linear functions of the local temperature. One implicit assumption we have made is that the longest and shortest paths (in terms of delay) of a given pipeline stage remain the same ones across different temperatures. In the following, we will extend our techniques to handle more general cases.

A. Pipeline Timing Constraints Revisited

The concept of relative temperature sensitivity, defined for the ATA skew buffers by (15) (which is rewritten as (40) in the following), can be similarly defined for CMOS gates:

\[ \lambda = \frac{k}{\tau(\theta_{max})} = \left. \frac{\partial}{\partial \theta} \frac{\mu(\theta)(V_{gs} - V_{th}(\theta_{max}))^\alpha}{\mu(\theta)(V_{gs} - V_{th}(\theta))^{\alpha}} \right|_{\theta=\theta_0}. \quad (39) \]

According the above equation, if all the gates used in the circuit share the same \( V_{gs} \) and \( V_{th} \), they should have the same \( \lambda \) value. Hence, all the paths in a pipeline stage exhibit the same relative temperature sensitivity. As a consequence, the relative order of different paths in terms of delay remains the same regardless of the local temperature. This enable us to use a quadrangle (as depicted in Fig. 4) to represent the timing and temperature range constraints.
In the cases that multi-$V_{th}$ cell library and/or voltage island technique are/is used, the above argument may no longer hold true. However, we will show later that the timing and temperature range constraints can still be represented by a convex polygon.

Lemma 1: Given a pipeline stage driven by a clock with period time $T_{cp}$, denoting its maximum latency (as a function of the local temperature $\theta$) by $D(\theta)$, the quantity $T_{cp} - D(\theta)$ is a concave function of $\theta$.

Proof: We denote the delay of a path path by $D^{(i)}(\theta)$. As $D^{(i)}(\theta)$ equals to the sum of the delay of the gates along path, $D^{(i)}(\theta)$ should be a linear function of $\theta$. Let $\lambda_i$ represent the relative temperature sensitivity of this path, we have

$$D^{(i)}(\theta) = D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{\max} - \theta)).$$

Therefore

$$T_{cp} - D(\theta) = T_{cp} - \max_i \left\{ D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{\max} - \theta)) \right\}.$$

Given a real number $\rho$ between 0 and 1, temperature values $\theta_1$ and $\theta_2$ between $\theta_{\min}$ and $\theta_{\max}$, we have

$$T_{cp} - D(\rho \theta_1 + (1 - \rho) \theta_2) = T_{cp} - \max_i \left\{ \rho D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{\max} - \rho \theta_1 + (1 - \rho) \theta_2)) \right\}$$

$$= \max_i \left\{ T_{cp} - D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{\max} - \theta_2)) \right\}$$

$$- \max_i \left\{ \rho D^{(i)}(\theta_{\max}) \lambda_i + (1 - \rho) D^{(i)}(\theta_{\max}) \lambda_i \theta_2 \right\}$$

$$\geq \rho \cdot \max_i \left\{ (1 - \rho) D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{\max} - \theta_2)) \right\}$$

$$- (1 - \rho) \cdot \max_i \left\{ (1 - \rho) D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{\max} - \theta_2)) \right\}$$

$$= \rho \cdot \left( T_{cp} - \max_i \left\{ D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{max} - \theta_2)) \right\} \right)$$

$$+ (1 - \rho) \cdot \left( T_{cp} - \max_i \left\{ D^{(i)}(\theta_{\max}) \cdot (1 - \lambda_i(\theta_{max} - \theta_2)) \right\} \right).$$

The above inequality directly leads to the concavity of the function. □

Lemma 2: Given a pipeline stage driven by a clock with period time $T_{cp}$, denote its minimum latency (as a function of the local temperature $\theta$) by $d(\theta)$ the quantity $-d(\theta)$ is a convex function of $\theta$.

The proof of Lemma 2 is similar to that of Lemma 1 and is omitted here. Combining Lemma 1 and Lemma 2, and noticing that the temperature range constraint can be represented by two vertical lines, we have the following theorem.

Theorem 1: Given a pipeline stage driven by a clock with period time $T_{cp}$, denote its maximum and minimum latency (as a functions of the local temperature $\theta$) by $D(\theta)$ and $d(\theta)$, and let $x$ and $x'$ represent the delay of the clock signal delays from the clock source to the two registers associated with the pipeline stage. The timing and temperature range constraints of this pipeline stage

$$-d(\theta) \leq x - x' \leq T_{cp} - D(\theta), \quad \forall \theta \in [\theta_{\min}, \theta_{\max}]$$

can be represented by a convex polygon.

Fig. 10 gives an example of the convex polygon representation of the timing and temperature range constraints.

B. Extended Clock Tree Design Framework

In the following, we will extend our clock tree design framework to handle the multi-$V_{th}$/Vref designs.

As depicted by Fig. 10, functions $T_{cp} - D(\theta)$ and $-d(\theta)$ intersect with vertical lines $\theta = \theta_{\min}$ and $\theta = \theta_{\max}$ at four points p, q, r, and s. These four points induce a quadrangle depicted in gray dotted lines. It is obvious that the timing and temperature range constraints are satisfied if and only if the dynamic skew $(x - x')(\theta)$ lies strictly within the quadrangle. Thus, we have reduced the dynamic skew scheduling problem for multi-$V_{th}$/Vref designs to its simplified version discussed in Section III.

The linear program (16)–(23) can be easily generalized to determine the base delay of the skew buffers. We have rewritten the generalized LP in the following:

Minimize $\sum_{i=1}^{n} s_i + \sum_{i=1}^{n-1} s_i$ (40)

s.t. $f_i - s_i - f_{i+1} \leq T_{cp} - D_{i,i+1}$ (41)

$f_i - s_i - f_{i+1} \geq -d_{i,i+1}$ (42)

$f_i - s_i + k_i \Delta \theta_M - f_{i+1} \leq T_{cp} - D_{i,i+1} + \Gamma_{i,i+1} \Delta \theta_M$ (43)

$f_i - s_i + k_i \Delta \theta_M - f_{i+1} \geq -d_{i,i+1} + \gamma_{i,i+1} \Delta \theta_M$ (44)

$\Gamma_{i,i+1} = (D_{i,i+1} - D_{i,i+1}) / \Delta \theta_M$ (45)

$\gamma_{i,i+1} = (D_{i,i+1} - d_{i,i+1}) / \Delta \theta_M$ (46)

$k_i - \lambda_i s_i = 0$ (47)

$s_i \geq s_{\min}, f_i, f_{i+1} \geq f_{\min}$ (48)

$i = 1, 2, \ldots, n - 1$. (49)

Notice that compared to LP (16)–(23), the interpretation of parameters $\Gamma_{i,i+1}$ and $\gamma_{i,i+1}$ is changed. In the generalized formulation, $\Gamma_{i,i+1}$ is equal to $(D_{i,i+1} - D_{i,i+1}) / \Delta \theta_M$, i.e., the slope of segment $pr$ in Fig. 10. Here $D_{i,i+1}$ and $D_{i,i+1}$ are the maximum latency of the pipeline stage at $\theta_{\min}$ and $\theta_{\max}$, respectively. Similarly, $\gamma_{i,i+1}$ is set to the slope of segment $qs$. 
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The network-flow-based algorithm can be similarly extended to handle the multi-$V_{\text{th}}$ designs. The only change to the generalized min-cost flow formulation (31)–(37) is to replace $\Gamma_{i,k+1}$ and $\gamma_{i,k+1}$ with $(D_{i,k+1} - D_{i,k+1})/\Delta T_M$ and $(d_{i,k+1} - d_{i,k+1})/\Delta T_M$, respectively. The underlying graph structure remains unchanged.

Note that in deep submicron technologies, CMOS cells may exhibit inverted temperature dependence (ITD), where the delay of the cells might decrease with rising temperature. The proposed technique needs to be enhanced to handle ITD to achieve timing closure. To be more specific, ATA skew buffers with inversed temperature dependence need to be developed and the clock tree optimization framework needs to be changed accordingly.

VII. EXPERIMENTAL RESULTS

In this section we first describe our experimental flow. Next, we present our results demonstrating the effectiveness of our proposed self-adjusting clock tree architecture.

A. Experimental Setup

Fig. 11 illustrates our experimental flow. We use the Synopsys Design Compiler to synthesize the benchmarks onto the TSMC 65-nm technology library. We experimented with both single-$V_{\text{th}}$ and multi-$V_{\text{th}}$ libraries. Design Compiler reports the longest and shortest paths for each pipeline stage in the benchmarks. According to the analysis in Section VI., when the multi-$V_{\text{th}}$ library is used, the critical path at low temperature might not be the most critical one at a higher temperature. Therefore, we let Design Compiler report multiple paths to cover all the potential longest/shortest paths. Also, based on our validated Delay-$\theta$ model at 65 nm, the temperature sensitivity of the longest/shortest paths, i.e., the $\Gamma$ and $\gamma$ values for each pipeline stage, can be determined. Then, we feed the $D_{i,k+1}$, $d_{i,k+1}$, $\Gamma_{i,k+1}$, and $\gamma_{i,k+1}$ values, as well as the given $T_{cp}$ into our clock tree optimization framework. The other two parameters for the optimization algorithm, i.e., the boundaries of the operating temperature range, are set to 25 $^\circ$C and 125$^\circ$C. The optimization subroutine determines the appropriate buffer parameters, which are further used as the guidelines for finalizing the skew buffer design. In our implementation, the LP formulations for skew buffer configuration are solved using a commercial linear programming solver CPLEX ver10.1.

We have used a benchmark set consisting of systolic array circuits. This set includes a polynomial expression evaluator [18], the Reed-Solomon decoder [19], and a fast digital-serial multiplier for finite field [15]. These circuits share a common structure. A set of processing elements (PEs) is connected in series. In order to improve system throughput, the circuits are pipelined by inserting registers between the PEs. In our experiments, we divide each benchmark into five pipeline stages. To better evaluate our technique, we allow both balanced and unbalanced pipeline partitions. The pipeline partitions are summarized in Table I. The columns s1–s5 denote the number of PEs in each pipeline stage. For example, the unbalanced-partitioned benchmark PolyEval contains 2, 6, 2, 5, and 3 PEs, in pipeline stages 1 through 5, respectively.

B. Experimental Results

1) Single-$V_{\text{th}}$ Design: The first set of experiments is carried out on the systolic pipeline designs synthesized using TSMC low-$V_{\text{th}}$ libraries only.

Our first set of results, depicted in Fig. 12, presents the maximum operating temperature with guaranteed timing correctness for all the pipelines under spatially uniform temperature distribution. The required clock periods for the pipelines are given in Table II. PB (PU) denotes the balanced (unbalanced) pipeline of benchmark PolyEval; RB (RU) represents the balanced (unbalanced) pipeline of benchmark RSDecoder; and FB (FU) stands for the balanced (unbalanced) pipeline of benchmark Finite-FieldMult.

![Fig. 11. Experimental flow.](image1)

![Fig. 12. Maximum permissible temperature for single-$V_{\text{th}}$ designs.](image2)
In our first set of experiments we evaluate the resilience of SACTA against temperature variations. We compare two cases: utilizing SACTA versus utilizing static clock skew scheduling in the pipeline designs. For each pipeline, we keep increasing its operating temperature until the timing constraint is violated. This temperature is recorded as the maximum tolerable temperature for that pipeline under the given clock period constraint.

We observe that for the pipelines with SACTA, the maximum tolerable temperature can be dramatically increased—all the pipelines employing SACTA can function correctly until chip temperature attains the designed maximal value: 125°C. As a comparison, unbalanced PolyEval pipelines without SACTA fail at about 102°C, indicating a 23°C increase in maximal tolerable temperature. Approximately the same improvement is observed for the benchmark PolyEval. On average, the tolerable temperature range increases by 18.5°C.

Next, we experiment with different thermal profiles. Table III presents our results, where symbol "\( \sqrt{\_} \)" signifies that circuit functions correctly, and symbol "\( \checkmark \)" indicates timing constraints are violated. Obviously examining all possible thermal profiles is impractical. Here, we only consider some representative thermal profiles. The first one represents a monotonically decreasing profile across the pipeline stages. The second profile is monotonically increasing. The third (fourth) profile exhibits a profile that is first increasing (decreasing) and then decreasing (increasing). The fifth row represents a profile which is decreasing, increasing, and decreasing again. As the clock period times for the pipelines are set according to Table II. We observe that for all the thermal profiles, no timing violation occurs on pipelines with SACTA. In comparison, the pipelines without SACTA fail in most cases.

Our experimental results also indicate that SACTA can enhance system performance. In this experiment, the chip is assumed to uniformly execute at the worst case operating temperature 125°C. For the pipelines with SACTA, we set \( f_i \) and \( s_i \) to the values determined by the clock tree optimization algorithm. For the pipelines without SACTA, as mentioned in Section III-B, the best we can do to prevent a thermal-induced timing violation is to set the skew value of the \( i \)th pipeline stage to \( -d_{i+1} (\theta_{\text{min}}) \). We then keep increasing the system clock frequency until a timing violation occurs. Fig. 13 plots the relative performance gain, for each pipeline, the maximal achievable frequency without SACTA is normalized to 1, and the maximal achievable frequency with SACTA is normalized to

\[
\text{Max achievable Freq w/ SACTA} / \text{Max achievable Freq w/o SACTA}.
\]

For these benchmarks, by employing SACTA, the maximum achievable clock frequency can be increased. For PolyEval, the relative improvement is almost 10%. We also provide the absolute values of the maximum achievable frequencies as well as the exact number of relative improvement, which are listed in Table IV.

Notice that the improvements gained by adopting SACTA are different for different benchmarks. In fact, as most clock-skew-scheduling-based techniques, our technique works better on benchmarks whose pipeline stages are more balanced. This is because, in general, the more balanced a pipeline stage is, the more timing slacks it can offer to the adjacent stages via clock skew scheduling. A pipeline stage is said to be fully balanced if the gap between the longest and shortest paths in the pipeline stages is zero. In general, the more balanced the pipeline stages are, the more benefit one can obtain by adopting clock skew scheduling. In our experiment, the benchmarks have different levels of balance. Hence, the relative performance improvements for different benchmarks are different.

Table V reports the overhead of SACTA. The second, the third, and the fourth rows report the number of standard cells, the area, and the power consumption of the benchmarks without SACTA. The fifth, the sixth, and the seventh rows provide the increase in the number of standard cells (i.e., the inverter on SACTA), the area, and the power consumption. These numbers are generated by Design Compiler and our clock tree optimization algorithm. The numbers in the parentheses are the relative increases compared to the original benchmark. In most cases,

<table>
<thead>
<tr>
<th>Thermal Profiles/°C</th>
<th>Pipelines w/o SACTA</th>
<th>Pipelines w/ SACTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1 s2 s3 s4 s5</td>
<td>PB PU RB RU FB FU</td>
<td>PB PU RB RU FB FU</td>
</tr>
<tr>
<td>125 120 115 112 110</td>
<td>X X X X X</td>
<td>X X X X X</td>
</tr>
<tr>
<td>110 112 115 120 125</td>
<td>X X X X X</td>
<td>X X X X X</td>
</tr>
<tr>
<td>100 105 110 105 100</td>
<td>X X X X X</td>
<td>X X X X X</td>
</tr>
<tr>
<td>110 105 100 105 110</td>
<td>X X X X X</td>
<td>X X X X X</td>
</tr>
<tr>
<td>105 100 102 105 102</td>
<td>X X X X X</td>
<td>X X X X X</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Original Freq/Hz</th>
<th>PB</th>
<th>PU</th>
<th>RB</th>
<th>RU</th>
<th>FB</th>
<th>FU</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4487</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.2992</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.1823</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.1216</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.3804</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.2536</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SACTA Freq/Hz</th>
<th>PB</th>
<th>PU</th>
<th>RB</th>
<th>RU</th>
<th>FB</th>
<th>FU</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4900</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.3267</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.1908</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.1272</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.4097</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>0.2731</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Improvement %</th>
<th>PB</th>
<th>PU</th>
<th>RB</th>
<th>RU</th>
<th>FB</th>
<th>FU</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.20%</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>9.19%</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4.66%</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4.61%</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>7.70%</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>7.69%</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
the area and power overheads are negligible. Even for the worst case (FB), the area and power overheads are only 5.06% and 3.01%, respectively.

2) Multi-\(V_{th}\) Design: We have also carried out our experiments on the systolic pipeline designs synthesized using TSMC multi-\(V_{th}\) libraries (containing high-\(V_{th}\), standard-\(V_{th}\), and low-\(V_{th}\) cells). The temperature sensitivities of different gates with different threshold voltages are obtained by HSPICE simulation using PTM 65-nm transistor models [14].

Similar to the single-\(V_{th}\) case, we first determine the maximum operating temperature with guaranteed timing correctness for all the pipelines under spatially uniform temperature distribution. The required clock periods for the pipelines are given in Table VI. The results are depicted in Fig. 14. We observe that for the pipelines with SACTA, all the pipelines employing SACTA can operate correctly until chip temperature attains the designed maximal value – 125°C. As a comparison, both balanced and unbalanced PolyEval pipelines without SACTA fail at 103°C, indicating an over 22°C increase in maximal tolerable temperature. On average, the tolerable temperature range increases by 16.9°C.

Next, we present the time correctness of the pipelines under different thermal profiles in Table VII. The clock frequencies of different pipelines are set according to Table VI. Similar to the single-\(V_{th}\) case, for all the thermal profiles, no timing violation occurs on pipelines with SACTA. However, the pipelines without SACTA fail in most cases.

Fig. 15 presents the improvement in system performance gained by adopting SACTA. It is clear that SACTA enhances the performance of the multi-\(V_{th}\) designs also. For PolyEval, the relative improvement is almost 10%. The absolute values of the maximum achievable clock frequencies and the exact values of the relative improvement are provided in Table VIII.

Finally, we report the hardware overhead of SACTA in the multi-\(V_{th}\) case in Table IX. The average area and power overhead are 1.53% and 0.92%, respectively. Even in the worst case, area and power overhead of SACTA are only 5.09% and 3.30%.

---

**Table V**

<table>
<thead>
<tr>
<th>Orig. Bench</th>
<th>Num(_{cell})</th>
<th>Area /(\mu m^2)</th>
<th>Power /mW</th>
<th>SACTA</th>
<th>Δ Num(_{cell})</th>
<th>Δ Area /(\mu m^2) (Δ%</th>
<th>Δ Power /mW (Δ%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB</td>
<td>1492</td>
<td>1362</td>
<td>2472</td>
<td>RB</td>
<td>14964.7</td>
<td>13346.9 (0.46%)</td>
<td>64.30 (5.06%)</td>
</tr>
<tr>
<td>PU</td>
<td>27.92</td>
<td>24.90</td>
<td>64.30</td>
<td>RU</td>
<td>36435.3</td>
<td>53.05 (1.42%)</td>
<td>5.55 (0.92%)</td>
</tr>
<tr>
<td>FB</td>
<td>718</td>
<td>2923.7</td>
<td>2607.66</td>
<td>FU</td>
<td>137</td>
<td>53 (2.20%)</td>
<td>0.065 (1.41%)</td>
</tr>
<tr>
<td>SACTA</td>
<td>97</td>
<td>57</td>
<td>60</td>
<td></td>
<td>104.8 (0.70%)</td>
<td>61.56 (0.46%)</td>
<td>64.8 (0.18%)</td>
</tr>
<tr>
<td></td>
<td>0.118 (0.42%)</td>
<td>0.070 (0.28%)</td>
<td>0.192 (0.30%)</td>
<td></td>
<td>0.073 (0.14%)</td>
<td>0.167 (0.31%)</td>
<td>0.065 (1.41%)</td>
</tr>
</tbody>
</table>

**Table VI**

<table>
<thead>
<tr>
<th>Orig. Bench</th>
<th>Clock Frequency (GHz)</th>
<th>PB</th>
<th>PU</th>
<th>RB</th>
<th>RU</th>
<th>FB</th>
<th>FU</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB</td>
<td>0.4902</td>
<td>0.3268</td>
<td>0.1799</td>
<td>0.1199</td>
<td>0.4165</td>
<td>0.2777</td>
<td></td>
</tr>
<tr>
<td>PU</td>
<td>0.2368</td>
<td>0.1799</td>
<td>0.1199</td>
<td>0.4165</td>
<td>0.2777</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SACTA</td>
<td>0.5277</td>
<td>0.4165</td>
<td>0.2777</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table VII**

<table>
<thead>
<tr>
<th>Thermal Profiles/C</th>
<th>Pipelines w/o SACTA</th>
<th>Pipelines w/ SACTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>125 120 115 112 110</td>
<td>X X X X X</td>
</tr>
<tr>
<td>s2</td>
<td>110 112 120 125</td>
<td>X X X X X</td>
</tr>
<tr>
<td>s3</td>
<td>100 105 110 105 110</td>
<td>X X X X X</td>
</tr>
<tr>
<td>s4</td>
<td>105 100 105 102</td>
<td>X X X X X</td>
</tr>
<tr>
<td>s5</td>
<td>110 115 120 125</td>
<td>X X X X X</td>
</tr>
</tbody>
</table>

**Table VIII**

<table>
<thead>
<tr>
<th>Achievable Clock Frequencies (Single-(V_{th}) Designs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig. GHz</td>
</tr>
<tr>
<td>SACTA GHz</td>
</tr>
<tr>
<td>Impro%</td>
</tr>
</tbody>
</table>

---

Fig. 14. Maximum permissible temperature for multi-\(V_{th}\) designs.

Fig. 15. Relative performance improvement for multi-\(V_{th}\) designs.
**VIII. CONCLUSION**

We have proposed SACTA, a self-adjusting clock tree architecture, and a dynamic clock scheduling scheme to improve performance and reliability of pipelined circuits. We designed automatic temperature-adjustable skew buffers to create useful temperature-dependent clock skew. We developed a two-step technique for design of a power-optimized clock tree. Experimental results show that our scheme can dramatically improve the temperature tolerance of both single-$V_{th}$ and multi-$V_{th}$ designs. On average, the maximal tolerable temperature is enhanced by more than 15 °C.
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