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ABSTRACT 
In this paper, we consider dynamic resource 

allocation for object-based wireless video 
communications. In object-based video coding, a video 
frame is comprised of objects that are described by their 
shape as well as their texture. By jointly considering 
source coding, error concealment, and transmission power 
management at the physical layer, the proposed 
framework minimize the expect distortion at the receiver 
for given energy and delay constraints. In order to provide 
unequal error protection for the shape and texture 
information, a new video packetization scheme is 
proposed. Experimental results indicate that the proposed 
unequal error protection schemes significantly outperform 
equal error protection methods. 

 

1. INTRODUCTION 
A major problem in video communications is how to 

efficiently allocate communication resources in order to 
achieve the best video delivery quality. In wireless video 
communications, mobile devices normally have a limited 
battery supply. This limited energy is consumed in the 
processing, transmission, and displaying of the video 
sequence. In this paper, we consider how the average 
transmission power used by a modulation scheme directly 
affects the probability of packet loss, and therefore affects 
the received video quality.  

Since video packets may have different resource 
allocation requirements and may have different 
contribution to video quality, it is natural to use unequal 
error protection (UEP) when transmitting video data. The 
idea is to allocate more resources to the parts of the video 
sequence that have a greater impact on video quality, 
while spending less resources on parts that are less 
significant. In [1], a priority encoding transmission 
scheme is proposed to allow a user to set different 
priorities of error protection for different segments of the 
video stream. In [2], an unequal error protection scheme 
was proposed for layered video coding which provides an 
optimal bit allocation between source coding and channel 
coding. In [3], the trade-off between transmission energy 
consumption and video quality for wireless video 
communications is studied, where the goal is to minimize 
the energy needed to transmit a video sequence with an 
acceptable level of video quality and tolerable delay. By 

assuming that the transmitter knows the relationship 
between the transmission power and the probability of the 
packet loss, the transmission power can be dynamically 
adjusted to control the level of protection provided for 
each packet.  
Due to the ever-increasing demand for interactive 
multimedia applications, object-based video has become 
an important research topic in the field of visual 
communications. Object-based video is based on the 
concept of encoding arbitrarily shaped video objects, 
which are described by their shape and texture. A rate-
distortion optimal video encoding scheme was proposed 
in [4] for object-based video, which enables the optimal 
bit allocation among shape, texture and motion. In [5], the 
source coding, packet loss during transmission and error 
concealment at the decoder are jointly considered, and a 
robust network-adaptive encoding scheme for object-
based video is proposed. In this paper, an optimal unequal 
error protection scheme is proposed for object-based 
video communications over wireless channels.  

2. PROBLEM FORMULATION 

The problem at hand is to choose the source coding 
and transmission parameters, so as to minimize the total 
expected distortion, given transmission energy and delay 
constraint. This objective can also be represented by: 

Minimize E[Dtot], Subject to  

maxtotE E≤ , and max ,totT T≤                                        (1) 

where E[Dtot] is the expected total distortion for the frame, 
Etot is the total transmission energy, Ttot is the total 
transmission delay, Emax is the maximum allowable 
transmission energy, and Tmax is the maximum amount of 
time that can be used to transmit the entire frame. We 
assume that the energy and delay constraints, Emax and 
Tmax, can vary from frame to frame but are known 
constants in (1). 

A. System model 
We consider an MPEG-4 compliant object-based 

video application, where the video is encoded using 
different algorithms for shape and texture. As mentioned 
in [4], compared to texture data, the shape data requires 
relatively fewer bits to encode but has a very strong 
impact on the video quality. Therefore, it is natural to 
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imagine that the unequal error protection scheme for 
shape and texture may provide improved performance 
over an equal error protection scheme. However, 
implementing an unequal error protection scheme is not 
straightforward because in the MPEG-4 video packet 
syntax, the shape and texture data are placed in the same 
packet (using a combined packetization scheme). If data 
partitioning is enabled, a motion marker is placed between 
the shape and texture data for resynchronization. One way 
to enable unequal error protection is to use a separated 
packetization scheme, where the shape and texture are 
placed into separate packets. In a similar way as proposed 
in [6, 7], we insert an adaptation layer between the 
MPEG-4 video application and the network, which can 
reorganize the MPEG-4 compressed bit stream into 
separate shape packets and texture packets. In addition, 
the adaptation layer can optimally add some forward error 
protections to those packets. Figure 1 shows the 
architecture of the proposed video transmission system. 
For a wireless network using an H.223 MUX [6], we 
simply replace the standard adaptation layer in the H.223 
multiplexing protocol with our new layer. At the receiver 
side, the adaptation layer merges the shape and texture 
packets and makes the output bit stream compatible with 
the MPEG-4 syntax. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  System block diagram 

Unless otherwise stated, the separated packetization 
scheme is used as the default packetization scheme. The 
coded video frame is divided into 16x16 macro blocks, 
which are numbered in scan line order and divided into 
groups called slices. For each slice, there is a 
corresponding shape packet and a corresponding texture 
packet. Let I be the number of slices in the given frame 
and i the slice index. For each macro block, coding 
parameters are specified for both shape and texture. We 
use 

iSµ  and 
iTµ , respectively, to denote the coding 

parameters for all macro blocks in the ith shape and the ith 
texture packet, and use ( )

i iS SB µ  and ( )
i iT TB µ , 

respectively, to denote the corresponding encoding bit 
rates of these packets. It is important to point out that each 
packet is independently decodable in our system; that is, 
each packet has enough information for decoding and is 
independent of other packets in the same frame. This 
guarantees that a lost packet will not affect the decoding 
of other packets in the same frame. Of course, errors may 
propagate from one frame to the next due to predictive 
encoding and motion compensation. 

B. Channel model 

The wireless channel is modeled as a narrow-band 
block fading channel with additive white Gaussian noise 
[8]. We assume the channel fading for each packet is 
independent, and can be modeled by a random variable H. 
The noise process is modeled as an additive white 
Gaussian noise process with power spectral density N0. 
We assume that H stays fixed during the transmission of a 
packet, and varies randomly between packets. Each 
realization h of H is chosen according to the a priori 
distribution ( | )Hf h θ , where θ  is the channel state 
information (CSI) parameters known by the transmitter. 
We assume a packet is dropped if the capacity of the 
channel realization during that block is less than or equal 
to the information rate.  

C. Transmission energy and transmission delay  

Let us denote by 
iSR and 

iTR  the transmission rate for 
the ith shape and texture packet, and 

iSP and 
iTP  the 

corresponding transmission power, thus the total energy 
used to transmit all the packets in a frame is 

1

( ) ( )
[ ].i i i i

i i

i i

I
S S T T

tot S T
i S T

B B
E P P

R R
µ µ

=
= +∑

                             (2) 

Notice in (2) that the energy is a function of the 
number of bits used to encode each shape and texture 
packet, the rate at which each packet is transmitted and 
the power used to transmit each packet. This indicates that 
by jointly adapting the source coding and communication 
parameters, we can reach the best video quality with a 
given energy constraint. The transmission delay can be 
represented by 

1

( ) ( )
[ ].i i i i

i i

I
S S T T

tot
i S T

B B
T

R R
µ µ

=
= +∑

                                       (3) 

D. Expected Distortion 

We assume that the transmitter only knows the 
probability with which a packet has arrived at the receiver. 
Let us denote by 

iSρ  and 
iTρ  the probability of loss for 
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the ith shape and texture packet. Here we assume H  is 
Rayleigh distributed, and assume [ ]E Hθ = . Thus, the 
probability of packet loss can be derived as 

/
0 (2 1)1 exp[ ]

Si

i

i

R W

S
S

N W
P

ρ
θ

−= − −
⋅

  ,                             (4) 

where W is the channel bandwidth. The distortion at the 
receiver is a random variable. Let E[Di] represent the 
expected distortion at the receiver for the ith slice. Thus, 

, ,[ ] (1 )(1 ) [ ] (1 ) [ ]
i i i ii S T R i S T LT iE D E D E Dρ ρ ρ ρ= − − + − +                      

, ,(1 ) [ ] [ ],
i i i iS T LS i S T L iE D E Dρ ρ ρ ρ− +           (5) 

where E[DR,i] is the expected distortion for the ith slice if 
both the shape and texture packets are received correctly 
at the decoder, E[DLT,i] is the expected distortion if the 
texture packet is lost, E[DLS,i] is the expected distortion if 
the shape packet is lost, and E[DL,i] is the expected 
distortion if both the shape and texture packets are lost. 
Clearly, E[DR,i] depends only on the source coding 
parameters for the ith packet, while E[DLT,i], E[DLS,i] and 
E[DL,i] depend on the concealment strategy used at the 
decoder. See [5] for more details on calculating the 
expected distortion for object-based video 
communications. 

3. OPTIMAL SOLUTION 

In this section, we present an optimal solution for 
problem (1). We use the Lagrange multiplier method to 
relax the cost and delay constraints. The Lagrangian 
relaxation method leads to a convex hull approximation to 
the constrained problem (1). Let U be the set of all 
possible decision vectors ui for the ith slice (i=1,2, …, I), 
where ( , , , , , )

i i i i i ii S T S T S Tu R R P Pµ µ= . We first define a 
Lagrangian cost function 

2 1 21λ , tot tot totJ (u )=E D E Tλ λ λ[ ] + +                                  (6) 

1 2
1

( ) ( ) ( ) ( )
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λ λ
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∑

where 1λ  and 2λ  are the Lagrange multipliers. It can 
easily be derived from [9] that if there exists a pair *

1λ  and 
*

2λ  such that * *
1 2

*
,

arg[min ( )]
u

u J uλ λ= , which leads to 

Etot=Emax and Ttot=Tmax, then u* is also an optimal solution 
to (1). Therefore, the task of solving (1) is converted into 
an easier task, which is to find the optimal solution to the 
unconstrained problem 

1, , , , , 1
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.        

Most decoder concealment strategies introduce 
dependencies between slices. Without loss of generality, 
we assume that the concealment strategy will cause the 
current slice to depend on its previous a slices ( 0a ≥ ). To 
implement the algorithm for solving the optimization 
problem (7), we define a cost function Gk(uk-a,…, uk), 
which represents the minimum total cost, delay and 
distortion up to and including the kth slice, given that     
uk-a,…,uk are decision vectors for the (k-a)th to kth slices. 
Therefore, GI(uI-a,…, uI) represents the minimum total cost, 
delay and distortion for all the slices of the frame, and 
thus  

1 2, ,...,
min ( ) min ( ,..., ).

I a I
I I a Iu u u

J u G u uλ λ
−

−=                              (8) 

The key observation for deriving an efficient 
algorithm is the fact that given a+1 decision vectors uk-a-

1, …, uk-1 for the (k-a-1)th to (k-1)th slices, and the cost 
function Gk-1(uk-a-1,…,uk-1), the selection of the next 
decision vector uk is independent of the selection of the 
previous decision vectors u1, u2, …, uk-a-2. This is true 
since the cost function can be expressed recursively as 

{
1 1

1 1 1,..,
( ,..., ) min ( ,..., )

k a k
k k a k k k a ku u

G u u G u u
− − −

− − − − −= +                (9) 

1 2

( ) ( ) ( ) ( )
[ ] [ ] [ ] .i i i i k k k k

i i

i i k k

S S T T S S T T
S T k

S T S T

B B B B
P P E D

R R R R
µ µ µ µ

λ λ
⋅ + + + + 


 

The recursive representation of the cost function 
above makes the future step of the optimization process 
independent from its past step, which is the foundation of 
dynamic programming. The problem can be converted 
into a graph theory problem of finding the shortest path in 
a directed acyclic graph (DAG) [9]. The computational 
complexity of the algorithm is O(I × |U|a+1) (|U| is the 
cardinality of U), which depends directly on the value of a. 
For most cases, a is a small number, so the algorithm is 
much more efficient than an exhaustive search algorithm 
which has exponential computational complexity. 
 

4. EXPERIMENTAL RESULTS 
The main objective of the experiments presented here 

is to compare three error protection schemes: (1) UEP-
UST, an unequal error protection scheme using the 
separated packetization scheme, where the shape and 
texture data are placed in separate packets and therefore 
can be transmitted over different service channels; (2) 
UEP-EST, an unequal error protection scheme using 
combined packetization where the packets containing both 
shape and texture data can be transmitted over different 
service channels; (3) EEP, an equal error protection 
scheme using combined packetization, where all the 
packets are transmitted at the same fixed power level.  

Our simulations are based on MPEG-4 VM18.0 [10].  
In our experiments, the shape is coded in Intra mode 
because the Inter-mode shape coding in MPEG-4 violates 
the assumption that each packet is independently 
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decodable. We encode the QCIF “Children” sequence at 
10 fps, and set 

0 /N W θ  equals to 6W, W=5MHz, and 
R=200kbits/s for (4). In the experiments, we are looking 
at power adaptation assuming fixed transmission rate. We 
use six power levels corresponding to 1, 2, 3, 4, 6, and 10 
Watts. Figure 2 shows the energy-distortion (E-D) curves 
for the three error protection schemes described above. 
Note that each point on the E-D curve of the EEP system 
is obtained by trying each fixed power level and choosing 
the one that achieves the best quality for each energy 
constraint. As expected, by jointly adapting the source 
coding parameters along with the selection of the 
transmission power, the UEP approaches outperform the 
EEP approach. In addition, UEP-UST outperformed UEP-
EST because the former approach has increased flexibility 
by providing unequal protection for shape and texture. 
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Figure 3. Distribution of shape and texture packets in UEP-UST 

system 
Figures 3 show the distributions of the shape and 

texture packets among the six transmission channels for 
the UEP-UST approach when the cost constraint Emax 
equals 100 and 300. The results indicate that the shape 
packets are better protected than texture packets, i.e., they 
are transmitted at higher power levels. During the 
increasing of Emax from 100 to 300, the shape packets are 

more frequently selected than the texture packets to be 
transmitted through the higher-power channels. This is 
because shape packets have lower bit consumption but 
strong impact on the video quality. As shown in Fig. 3, 
when Emax=300, at least 80% of the shape packets are 
transmitted over the highest power channel, while over 
60% of texture packets are transmitted over the two 
lowest power channels. In other words, the optimization 
process chooses to allocate more protection to shape, 
because it greatly impacts the end-to-end distortion.  

5. CONCLUSIONS 
In this paper, we have proposed an optimal unequal 

error protection scheme for object-based wireless video 
communications. The optimization is achieved by jointly 
considering source coding, transmission power 
management and error concealment. We applied unequal 
error protection on shape and texture data. Experimental 
results indicated that the unequal error protection schemes 
have significant advantages over equal error protection 
methods. 
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